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PL-Grid Consortium

January 2007 - an agreement on creation of the Polish Grid (PL-Grid) Consortium
was signed - a response to requirements of Polish scientists and due to ongoing Grid
activities in Europe within the framework of EGI_DS.

€ Consortium members

¢ Academic Computer Centre CYFRONET AGH, Krakow (coordinator)

¢ Interdisciplinary Centre for Mathematical and Computational Modelling, Warsaw University
¢ Poznan Supercomputing and Networking Centre

¢ Academic Computer Centre, Gdansk

¢ Wroclaw Centre for Networking and Supercomputing

PL-Grid Project proposal which got funded on March 2, 2009.

+ CYFROMET
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Rationales behind PL-Grid Consortium

The Consortium consists of five High Performance Computing Polish Centres
representing Communities, coordinated by ACC Cyfronet
¢ Participation in international and national projects
* ~35international projects FP5, FP6, FP7 on Grids (50% common)
* ~15 Polish projects (50% common)

¢ Polish scientific communities

5 scio |
®* ~75% publications in 5 Communities '
. lo,.._
¢ Computational resources B
* Top500 list M

¢ European/Worldwide integration Activities
* EGEE I-lll, EGI_DS, EGI, e-IRG, PRACE, DEISA, OMII, EU Unit F3 ,Research Infrastructure” Experts

¢ National Network Infrastructure available GCressGrid
® Pionier National Project
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Partners’ Computing Resources

TOP500 — June 2010

Site System Cores R, (TFlops) R

Rank veak (TFIOPS)
Cluster Platform 3000
Cyfronet AGH Krakow BL2x220, L54xx 2.5 Ghz,
Infiniband / 2010 ClS S 98.9%
Hewlett-Packard
Gdansk University of ACTION Cluster Xeon E5345
Technology, Cl Task Infiniband / 2008 5336 38.17 49.73
ACTION
Cluster Platform 3000 BL
PCSS Poznan 2x220, E5530 2.4 GHz,
infiniband GDR / 2010 3490 20.22 3124

Hewlett-Packard
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PL-Grid Project - Basic Data

The Project is co-funded by the European Regional Development Fund as part of the
Innovative Economy Program.

¢ Total budget: 833 M PLN (~ 21 M EUR)
* Personel cost 27 M PLN (~7 M EUR)
* Equipment cost 33 M PLN (~8 M EUR)
® Other cost 23 M PLN (~6 M EUR)
¢ Funding from the EC: 68 M PLN (~ 17 M EUR)
Project duration: 01 January 2009 — 31 December 2011
Beneficiary: Academic Computer Centre Cyfronet AGH, Krakow, Poland
Contract number: POIG.02.03.00-00-007/08

L AR AR 4

Project website: www.plgrid.pl/en
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Main Objectives of PL-Grid

Polish Grid is developing a common base infrastructure — compatible and interoperable with European
and Worldwide Grids

Specialized, domain Grid systems — including services and tools focused on specific types of
applications

This approach should enable efficient use of available financial resources
Plans for HPC and Scalability Computing enabled

* e o o

! Advanced Service Platforms !
Offer for the Users |
Computing Power 215 Tflop/s .
Storage 2500 TB

Support from PL-Grid staff :
on using advanced Grid tools

Support on porting legacy codes
to Grid environment .

Support on designing applications
for PL-Grid environment .

* & S0

Clusters High Performance Computers Data repositories

National Computer Network PIONIER
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PL-Grid Building Blocks

€ PL-Grid software comprises:
¢ user tools (portals, systems for

applications management and 'Tﬁq’ﬁ Users

monitoring, result visualization and other

purposes, compatible with the lower-layer

software used in PL-Grid) -
¢ software libraries

¢ virtual organization systems: certificates,
. . . irtual organizations and
accounting, security, dynamic security systems

¢ data management systems: metadata  uncone
catalogues, replica management, file
transfer Basic Grid

. services
¢ resource management systems: job
management, applications, grid services

Grid portals, development tools

-3 1

Distributed National Distributed

and infrastructure monitoring, license Grid data computer compuiatonal

resources repositories network resources

management, local resource
management, monitoring

€ Three Grid structures are maintained:
¢ production

¢ research

¢ Development / testing

NATIONAL COHESION STRATEGY
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¢

€ EGIl.eu - an organization being @
developed to coordinate the , .
European Grid Infrastructure, ‘(

based on the federation of
individual National Grid
Infrastructures (NGl), to support
a multi-disciplinary user
community.

€ PL-Grid tasks in EGI
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EGI and PL-Grid

Kazakhstan Armenia

Israel

Grid operation and oversight of
the e-Infrastructure

Coordination of resource
allocation and of brokering
support for VOs from NGls

Integration Activity
in the framework of European
Grid Initiative

to a large extent in the Computational Chemistry — organization and management of
Computational Chemistry and Material Science and Technology Specialized Support Centre
(CCMST SSC) and EGI liaisons,

in Development of Unified Middleware via European Middleware Initiative,

in scientific application porting, especially concerning UNICORE architecture, within
Application Porting SSC.




Organization of the PL-Grid project

T
(M} Main Project Indicators:
T « 700 users
* Peak Perf.: 215 Tflops
* Disk Storage: 2500 TB
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Status of Hardware Infrastructure

€ Cyfronet, ICM, PCSS
¢ power and cooling infrastructure ready for reception of servers and storage
¢ WCSS
¢ final stage of installation of the power and cooling infrastructure
¢ TASK
¢ final stage of tender procedures concerning the power and cooling infrastructure
€ Servers and Storage
¢ Systems to be deployed in the 1st half of the year:
¢ Cyfronet — arbitration finished
¢ ICM — arbitration finished
¢ PCSS - delivery in progress
¢ Systems to be deployed in the 2nd half of the year :
¢ WCSS - the tender procedure started
¢ TASK - the tender procedure started (in May 2010)
€ Plans until the end of 2010:
¢ 1900 TB, including: Cyfronet 700 TB, ICM 900 TB, PCSS 300 TB
¢ 185 Tflops, including: Cyfronet 43 Tflops, ICM 29 Tflops, PCSS 37 TFlops, TASK

OpD /\ 4 oD

ol
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Coordination of operations
Management and accounting
Collaboration with EGI and

PRACE/DEISA

Users’ requirements analysis for
operational issues

Running infrastructure for:

& Production
¢ Developers
¢ Research

Future consideration:
¢ Computational Cloud

¢ Data Cloud

¢ Internal and External

Clouds

Virtualization aspects

Tasks of the Operational Center

L
Operations -
Center [ Coordinator }

Resources
Management
Group

EGI
Production
Middleware

Testing
Middleware

Research
body




Services of the Operational Center for Users

€ Operational Center aims at facilitating access to the infrastructure by simplifying the
procedures and deployment of useful tools:

¢ System of registration of account management of the PL-Grid user
® available at https://konto.plgrid.pl/

* required entry in the Polish database of ,People of Science” or confirmation
of the scientific tutor

® grid access to PL-Grid resources
= 5 centers — gLite
= 1 center — UNICORE
local access to the queue system
= ,zeus” cluster in ACC CYFRONET AGH
ability of application for a grid certificate on-line (soon)
* application for access to computational services in other centers (soon)

¢ Helpdesk system in PL-Grid
® enables reporting and tracking issues

* available at https://helpdesk.plgrid.pl
® access also by e-mail: helpdesk@plgrid.pl

manual: https://wiki.plgrid.pl/doku.php?id=pakiet5:publiczne:podrecznik_uzytkownika_pl-grid — System
Pomocy Helpdesk
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Services of the Operational Center for Users - cont’d

€ Operational Center cares for a proper functioning of the infrastructure for PL-Grid
users by pro-active monitoring of the following infrastructure elements:

¢ availability of the infrastructure services
¢ software packages supported byPL-Grid
€ Provision of the conformity of the PL-Grid and European (EGI) infrastructures
¢ software
¢ operational procedures
¢ security procedures

14

€ Advanced work on the ,PL-Grid grants” idea
€ Integration of the data presentation concerning resources usage for user
€ Work on provision of the integrated user portal
SiteMName ModeMNam e Status plg-software- plg-software-
gamess turbomole plg-software plg-software-intel
CYFRONET-1.CG2 ce.cyi-kr.edu.pl OK ok ok ok ok
CYFRONET-1.CG2 | ce.grid.cyf-kr.edu.pl OK ok ok ok ok
PSNC ce.reef. man.poznan.pl oK ok note ok note
TASK ce.grid.task.gda.pl OK ok note ok note
WARSAW-EGEE ce.polgrid.pl OK na na crit na
WCSS64 dwarf. wess.wroc.pl OK ok ok ok note
LeNCUATIVE EconOmY poneD




Operation Model — starting point: EGEE

i VOs and User
Groups DB
(VO Identification , mu:;;gf;“
f Cards) ot Mo
| J Infrastructure (*Accounting")
, Availability/Reliability :
Services and Reports Generator
Resources (GridView) Service Availability
(GocoB) | Monitoring (SAM)
Y
Resource Allocation ]
Resource Configuration Information System
: (BDIN)
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Next Step: Deliver reliable services for users

€ Providing resources to users with required
gualities of services

€ Required = specified in Service Level Agreement

Preparation

Publishes
regquest

resources
RF
Ma nager Manager
9 SLA

Yo &
mer L
PGG;} ; Servers N \}&
< (s, &
A % [ Repositories | /+€ >
- ES&WEEE

Resources

Execution
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Service Level Management

Resource Allocation-related Operation Model

VOs and User
Groups DB

Services and
Resources DB

1. SLA
Planning &
Negotiation

3. Execution
Monitoring &
Accounting

" Service Functional |
and Quality
Monitoring

| Resource Usage
Monitoring

2. Service Configuration
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Infrastructure
Information System




1_ Your roles
[¥] raG *

B i@ Vo List

& EGEE
alice
[TE

@ K SouthEasternEurope

B @ NorthernEurope
astron
astrop
e
nordugrid.org
pvier

® @ France

@ ltaly

@ g SouthWesternEurope

@ Uk

@ K GermanySwitzerland

[ § CentralEurope

B i@ RC List

® & CERN

@ @/ Russia

® § Asiapacific

[ K France

o UK

@ & GermanySwitzerland

@ Italy

[ § CentralEurope

[  NorthernEurope

@ g SouthEasternEurope

@ § SouthWesternEurope

| Your V0s and RCs h‘

& EGEE
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Welcome @ alice | @ argo
New call Date scope: it | 111970 [v] End: 3u200s[7] | Set
|I=] Actions & logs —[‘
Actions |
Date Topic |SLA See | Det
2009/10/2  Tomasz Szepieniec (CYFRONET) proposed a new SLA 5 @ @
2009/9/22  Tomasz Kukulka (jakis site) propased a new SLA B @ @
12009/8/2  Tomasz Szepieniec (CYFRONET) accepted SLA change offer 10 @ I&
Log
2009/10/1  Tadeusz Szymocha (IF|-PAN-BG) proposed a new SLA °N ‘
Chart section - CPU & STORAGE |Chart options vrﬂ
Number of cores/CPUs - Calls
13
58 [ 10:359
W[ o3s7
44
29+
15
0
11-08-09 08-08-09 16-08-08 23-08-09 31-08-09
Storage space [GB)
860
704
528
352
176
-
0
01-08-09 08-08-09 16-08-09 23-08-09 31-08-09
List of calls [ictve & Published |~ [F 4] ]|
[] call name VO Name CPU  Stor. Comp. Star Comp. End  Act. Start  Act End |
v alice call alice 60 60  B/9/2009 9/30/2009  6/1/2009 911/2009}
List of SLas Fiter « [Fls]t ]
| | Ib Site Name CPU  CPUBE  Stor. | Stor. BE Comp. Start Comp. End |
\v| 358 BMEGrid 0 24 0 2 8/9/2009  9/30/2009
/| 367 BUDAPEST 0 0 52960 6/1/2009 4[30/2019‘
o all available SLAs 0Wn

http://grid.cyfronet.pl/bazaar

Call 426: ‘alice call' =X

Edit  Send notification  Remove

Basic information; .

Call opening period:  2009-08-01 - 2008-09-01
Comptration period; 2009-08-09 - 9999-01-01

Call status! PUBLISHED
Responsihle person:  Malgorzata Tomanek
VO Name: alice

Is active: yes

Is seed resources; no

Description:

Resources;

Estimated:  gores/CPUIn0)  stor. space [GB]
60 60

Services: 9

Edit: 'ALICE CALL' (ID: 426) Eix

Here you can change your call's properties and
requirements. Bold fields are mandatory

rmation:

CcalliD: 426

Call name : | lice call

Seed resource

Responsible Person &) Malgorzata Tomanek

Number of CPUs : 60 |9
Storage [GB1 : 50 (<]

Comp. start date : | orar2009|[7]

nd date 17173991

C

¥|Unspec. end date i)

call open from

17812008 7]

Description

YOMS

LFC
Top level BOII [ A Y

Update Cancel

SLA: 367 for call: 'alice call Sl

Edit  Report_MISCONFIGURED

Related call: 426, alice call

VO Name: alice

Compunation Period: 2009-06-01 - 2010-04-30

SIEEST Actuly:  Configuration
AGREED  ACTIVE PREPARED

Responsible person;  Malgorzata Tomanek

Agreement registered according to
BOIl status from 1.06.2009

Description:

Resources:

Esfimated: ¢orasiCPUIND]  stor space [GB]
1

1
Bestefort coresiCPUNo]  stor. space [GB]
150 52060
SLA edition: SLA no, 367 X
Best effort ) :

Humber of CPUs :| 150 9
Storage :[52050 | GB

18712010

Comp. start date :

Comp. end date : 30/4/2010

[ Unspecified end dae

}Agreement registered |

according to BDI| status
Description from
1.06.2009

VOMS - |

LFC: |

Top EDI Level i'amsmw Fig|
|adres doserw § 15

add a new entry

RE/WMS : [ g
irb) x_'i

add a new entry

[ IraG || Virtual Organization
“|ROC | |Resource Certer |~
Update Cancel

Service Level Management
Groups DB 1LSLA | 3.Execution Quality
) Planning & g & [T
Services and Negotiation | Accounting f Resource Usage ]
Resources DB Monitoring
I 2. Service Configuration
e ture

Resource
Allocation
Dashboard for
VOs and
Resource
Providers

Traceable SLA
negotiation
process

V1.2 deployed in
CIC Portal used
for CE ROC and
for seed resources
operation

V2.0 with NGl-role
support in alfa
testing



Service Level Management

Service Configuration M[mse =-m]}”§§§”
Bl a
4 Resource/Services are configured [ - E |
according to the SLA: E———
¢ Limits NOT CONFIGURED
¢ Priorities
: RP
¢ Reservations {
¢ Quotas PREPARED R0orpp
¢ Software required Q
¢ RU or RP
2 Verification of a site configuration by a ——> MISCONFIGURED

VO is required

4 Only sites having an agreed, active
configuration are available in
Infrastructure Information System Srddate S data o

ate
¢ this prevent not-verified
resources to be put into
'‘production’

-
Time
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Service Level Management

VOs and User [ Senvice Functional
Groups DB 1LSIA | 3. Execution et
Usage
Manitoring

SLA Monitoring s =

2. Service Configuration 1

Infrastructure
lmm Piratianca I

4 Infrastructure monitoring results are
used to monitor SLA metrics

¢ Critical tests
¢ Availability/reliability

Dates: 23.09.07 08:00 - 10.10.07 10:00
in. fill: 20%

Queue min. time: 240, Queu
’ T Jobsin progress I Jobsin queue LI Jobs run
"

request [] Jobs sent to queue |

4 Accounting data are used to verify
SLA metrics:

¢ Resource level
¢ Failed job ratio
¢ Waiting time

¢

4 Option to suspend a site that breaks
its SLA

2 Feedback about sites/VVOs can be
published
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Software packages

Access to software packages will be provided by:
¢ glite
¢ UNICORE
€ Examples of available packages:
¢ In the field of biology: AutoDock, BLAST, ClustalW2, CPMD, Gromacs, NAMD

¢ In the field of quantum chemistry: ADF, CFOUR, Dalton, GAMESS, Gaussian, Molcas,
Molpro, MOPAC, NWChem, OpenBabel, Siesta, TURBOMOLE

¢ In the field of physics: ANSYS FLUENT, Meep
¢ In the field of numerical computations and simulation: Mathematica, MATLAB
¢ Other: Blender, POV-Ray

€ If needed, most of the packages - available until now only on the High Performance
Computers in several Polish computing centres - can be made available, as well as
new software suggested by users

€ Users may report us their expectations through a survey available at:
http://www.plgrid.pl/ankieta

€ The system of testing the software packages in the grid environment has been
prepared and deployed

€ The correctness of functioning of the packages is monitored automatically in each of
the centers

i INNOVATIVE ECONOMY
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New software and services (1/3)

Close cooperation of 8 programming and testing groups, about 20 people
Installation and provision for testing purposes gLite, Unicore and QosCosGrid

About 30 various configurations of virtual machines with installed software used for
development and testing of the tools for users — the choice of the technology made

Functional, conformity and efficiency tests of selected packages of the research
software made in order to perform the deployment and support of the new tools and
services on the production level

* 600

B (english |9) Login

Gtownym celem Pakietu 4 jest
rozwoj oprogramowania User Name
gridowego, ktére ma stuzyé

- e - o
Map Satellite | Hybrid

rozszerzeniu zakresu ustug, Password
badz  podniesienie  wygody
uzytkowania infrastrastruktury  (Login ) Forgot your password?

projektu. Dodatkowo zostana
wykonane analizy mozliwosci
rozwoju  oprogramowania  w

oparciu o wymagania

uzytkownikow i informacje ©  (yine Toolkit - A better way to use the Grid... |3
istniejacym oprogramowaniu. W

ramach pakietu zostana

wprowadzone rozwiazania —The Vine Toolkit

zwiekszajace  dostepno$é i
Jjakoi¢  oprogramowania. W

ramach ~ tego  pakietu w Vine is a modular, extensible Java library that offers

developers an easy-to-use, high-level Application
er Int i

July 11, 2008 11:14:00 AM CEST

Poznaniskim Centrum
Superkomputerowo-Sieciowym

realizowane 53 nastepujace
zadania:

——1, | 1. Analiza
S bena

|PORTAL|

NATIONAL COHESION STRATEGY
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New software and services (2/3)

€ Extension of the GridSpace platform with the set of new CridSnara
functions, support for new scripts and integration with new grid
services

€ Implementation and provision of the advanced graphical
interfaces, visualization and tasks and data management for
selected applications of the new users by use of the Vine
Toolkit

€ Efficiency and functional tests of the middleware services
QosCosGrid and integration with gLite and Unicore
infrastructure at the queue systems level

@ Integration of the Migrating Desktop and gEclipse tools with §& ||
various middleware services in PL-Grid A :

€ Plan of extension and deployment of the new tools FiVO for
management and monitoring of the virtual organizations

€ Test versions of the tools for users and systems administrators:
Bazaar, mobile access to the infrastructure, new security
applications

€ Integration of the selected tools and web applications with
Liferay portal framework and Nagios monitoring system

i INNOVATIVE ECONOMY
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New software and services (3/3)

€ Direct contact with new users on the basis of a survey, available at:
www.plgrid.pl/ankieta

€ Requirements of the Polish users (results ~100 surveys) considered in the new
applications, tools and services developed and tested in the framework of the
Package 4

€ Large group of users cooperating with the software and tools team
¢ Department of Chemistry of the Jagiellonian University

¢ Department of Bioinformatics and Telemedicine of the Collegium Medicum of
the Jagiellonian University

University of Adam Mickiewicz

Poznan Technical University

Wroctaw Technical University
Administrators of the computing centers

® & & o o

10%

y
%
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Example: Virtual Laboratory GridSpace

€ Use of distributed computational resources and data repositories
€ High-level tools offered for the user for in-silico experiments

AT @ Scientist

Experiment | Ex Erimeln' ViroLab Portal e
Interfaces Planning p|aF:1 dbﬁ (incl. Experiment gssctlglr‘?ﬁn SUPPDL_J
Environment ~/Management Interface)

Experiment
developer

lUsers

Virtual Laboratory runtime components
(Required to select resources and execute experiment scenarios) /

Funtime

Services || Computational services Data services ?
WS, WSREF components, jobs) (DAS data sources, databases) :

S

Infrastructure Grids (EGEE), Clusters, Computers, Network
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Sample experiment in ViroLab Environment

€ Patient’s data

¢ Medical examination http://gs2.cyfronet.pl/
¢ HIV genetic sequence put into http://www.virolab.org
database

€ Experiment in-silico
¢ Collect HIV genetic sequences
from database
¢ Perform sequence matching
¢ Calculate virus resistance

Alignment and Drug
Data utations Resistance
Access =\ Detection Service
Service &)

A
Virus &J —
nucleotide N Sequence
A _AE/ mutations Drug
fist resistance

sequences
information

Experiment Vi
;:1: Runtime anr;;e
A ) Environment = information 3
=
Virus Subtype
Detection
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Example: Biotechnology in Grid

SEQUENCE

Never Born Protein Folding

max 0.1 kB
x107
User Interface
PERL 5 SCRIPT Portal
(R R Sequence-Structure library 4
conti cy library and lat q 1 h
o e IR R ot lzsnnl‘i(nzlsag‘ c';":ef:i:' Visualize ) 1
Aminoacid chain building . 25 MB total Submit
o ELF 32-bit LSB, Intel 80386, v1 (SYSV), Linux 2.2.5 |ttty sequence
Structure Iibrary dynamically linked, not stripped 2
( 1ain text fik source code available i .
N ook Transfer
" —— lication
w Backbone bending a— -—‘ app!
lD é ELF J?nbi; 158, \nu"‘l !‘Dikﬂeﬁd vl F!SV}‘ :inui 225 a— -
ynamically linked, not strippes S~
g g source code unavailable U @ .‘.—.‘
n |2 [cannot be piped]
c
h ;_g“ . Side-chains optimizatoin Storage PDB
Z (5 otamarubrary ST Element 2
< E \__ binary data file source code unavailable il Computing
L ~~._25MB 3. . Element
Store protein . i L.
r—/ l \‘ — Euchina Virtual Organization (EGEE)
for
Structure Predictability Summary further
index analysis
max 50 kB
(75% to deflate) RS 8L (v <[4
\ *
y
a5
<
w12
g e |INTERNAL HYDROPHOBICITY
f=4
Ia 8 |ENERGY N DISCREPANCY
-
E MINIMIZATION == MINIMIZATION ) i
Ll x Reveal @ 2icplAl - Theoreticalvs observed |
'E @ = Colors  Help
| ﬁ Toggle transparency
o~
en ECEPP/3 FORCE FIELD (OWN) SPHERICAL GAUSS-based SCALE
y
\
3l . ANSI C CODE
Z=|s :
1=k FINDING
—=]| 3
55 = HYDROPHILICITY
<
>0l ¢ DEFICIENCES
S0 g
|
o £ (OWN) SPHERICAL GAUSS-based SCALE
STRUCTURE | // stored
further
max 50 kB analysis

(75% to deflate) N

ACK: Irena Roterman, Jagiellonian University, Tomasz Szepieniec, Cyfronet

euchinagrid




Contract-based Dynamic Virtual Organizations FIVO

Goal:

€ Allow end users to defined their
requirements for the Virtual
Organization on a high level of
& o5 » ) abstraction
‘ =  Semantic description of domain

Overall system architecture

& @a OO& 0 User Interface
' (lRGANIZATlON A
= ] FIvo
X2R Cosr:"lcguuﬁrtaytor ch;zgigtg:-:lgr
Results:
€ Automatic deployment of the VO 1&‘*'
. . . Resource 5 VlCE oniborin
=  Security and monitoring descritn et Monitoring
€ Optimization of data access MDS { 4
u Rep“catlon and mlgratlon Data management layer
estmators. manager
A inetOrgPerson inetOrgPerson

inetOrgPerson
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Training and Users’ Support

Basic training on access to the infrastructure through gLite and UNICORE
conducted in all centers participating in the project — in Gdansk / Krakow /
Poznan / Warszawa / Wroctaw

More advanced training started
Similar (free) training may be conducted in other centers, if necessary

elLearning training will be available soon (prepared by use of Blackboard
system)

Helpdesk system implemented
¢ it's a novel support system for people using the Project resources

¢ itinvolves the technical support and organization of the current users’
support by the experts (maintenance of trouble tickets)

¢ tickets in Helpdesk may be created by sending an email to:
helpdesk@plgrid.pl

Online system, available at: https://helpdesk.plgrid.pl

*¢ o600
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Security in PL-Grid

€ Provision of two CAs — PKI certification centers — for grid users

€ Project and implementation of the SimpleCA system, facilitating the
users obtaining PKI certificates and their usage

€ Project and implementation of the secure configuration of the
infrastructure, in conformity with the most actual security standards

€ Project of the system monitoring the conformance of the
configuration deployed in the centers with the security policy

€ Creation of the group of experts from the field of security, in order to
continuously monitor the environment, immediate react on incidents
and support users and administrators

€ Prototype version of the system of correlation of information about
the attacks on the infrastructure (ACARM-ng)

€ Audits of applications crucial for grid security

i INNOVATIVE ECONOMY
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Summary of Activities

€ Achieved
¢ Development of provided services

¢ Provision of resources for covering operational costs and international
cooperation

¢ Start of cooperation with EGl.eu, D-Grid and BE-Grid

€ Longterm
¢ Software and tools implementation
¢ Users’ support and traning
¢ Provision, maintenance and extension of the necessary infrastructure
¢

Development and implementation of new computational paradigms and
environments integration

®* HPC and distributed computing (HPCaa$, laaS, PaaS, SaaS)

® National Cloud Initiative (computing clouds, data clouds)

® SOA paradigm, knowledge usage ...

* ,Future Internet” as defined by EC in Workprogramme

€ Strategical
¢ Development of the domain specific environments

i INNOVATIVE ECONOMY
NATIONAL COHESION STRATEGY



Acknowledgements

€ ACC Cyfronet AGH ¢ ICM

¢ Jacek Kitowski ¢ Piotr Bata

¢ Tomasz Szepieniec ¢ Maciej Filocha

¢ Marcin Radecki € PCSS

¢ Mariusz Sterzel ¢ Norbert Meyer

¢ Agnieszka Szymanska ¢ Krzysztof Kurowski
¢ Zofia Mosurska ¢ Mirostaw Kupczyk
¢ Andrzej Ozigbto ¢ WCSS

¢ Tadeusz Szymocha o Jozef Janyszek

¢ Aleksandra Mazur

¢ Bartlomiej Balcerek
¢ Pawet Dziekonski

¢ TASK
¢ Mscistaw Nakonieczny
¢ Jarostaw Rybicki

¢ Rafat Tylman

i INNOVATIVE ECONOMY
NATIONAL COHESION STRATEGY



http://www.plgrid.pl/en

Home — in English

I T
—

Welcome to the web site of the Polish Grid

Polish Infrastructure for Information Science Support in the European Research Space PL-Grid.

) About the Project

[0 Our offer L : : _— : : :
The goal of the project is to provide the Polish scientific community with an IT platform based on Grid computer

clusters, enabling e-science research in various fields. This infrastructure will be both compatible and interoperable
with existing European and worldwide Grid frameworks. The system will ensure scalability and enable the
integration of additional local clusters, belonging to universities, research institutions and technology platforms. We
foresee exploitation of PL-Grid by state authorities, crisis management teams and industrial partners.

7 PR materials

"7 Useful links & 1CT 2010

) Contact Brussels, Belgium,

2010-09-27 - 2010-09-29

Collaborati ith EGI : .
() Callaboratsnn s Full information...

[Hcew'io

Krakow, Poland,
2010-10-11 - 2010-10-13

New materials

A talk on PL-Grid given at the
PL-Grid movie (2 min. demonstration} Project brochure Polish MCSB'10 conference in

Krakow
R R me—"

PL-Grid
Polish Grid Initiative

PL-Grid project at the

& eChallenges -2010
INGRID 2010 workshop gl eChallenges e-2010

Warsaw, Poland,
The PL-Grid 2010-10-27 - 2010-10-29
project was
advertised
during the INGRID 2010
workshop, in Poznan, Poland,

on 12-14 May 2010

Past events...

k. o e
[ty

Next events...

id Virtual Laboratory
Sciences Domain

More...

PL-Grid: the first
functioning National Grid
Initiative in Europe

Foland - as the first country in
Europe - has initiated 00:00:00 | D
functioning of the National Grid
Initiative (NGI).

See the demonstration in a higher resofution ...

See other demonstrations ...

See other brochures ... See other presentations ...
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CGW'10

This year CGW celebrates its 10* mﬂm*

Hyrinko: Boravosi
Ewa Deelman, |
Ad Emman

Steven Nowhouie
Dana Patou
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FGCS

€ Perspectives on grid computing by Uwe Schwiegelshohn + 20
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