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Clouds

P id iProvider view
• Economies of scale
• St ti ti l lti l i• Statistical multiplexing
• Avoid customer-specific 

complexitiescomplexities

Consumer view
• No need to (over)provision

Managed
Datacenter(s)

• No need to (over)provision
• No operating costs
• Pay per use

Service Interfaces

Consumers/Users• Pay per use

Win-win decoupling
• Vi t li ti i th l
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• Virtualization in the large



Outline

Cloud world and ecosystem
Sky computingy p g
Networking across clouds
Other issuesOther issues
• Faults
• Resource usageResource usage
• Autonomics

ConclusionsConclusions
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The world of a cloud

Datacenter Datacenter Datacenter

Cloud middleware

Cloud
Engineering

CloudCloud
(Architecture)
XaaS

Cloud services

Business
Apps/Soft

Science
Apps/Soft

Education
Apps/Soft

Government
Apps/Soft. Cloud

Computing

Cloud applications
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Cloud middleware and services 
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http://www.opencrowd.com/views/cloud.php



Early multi-cloud consumer systems
Nested Replicated or diversifiedNested

Datacenters
middleware

Datacenters
middleware

Datacenters
middleware

Datacenters
middleware

Replicated or diversified

XaaS Cloud XaaS Cloud XaaS Cloud

IaaS Cloud

PaaS Cloud

S S Cl d

Applications Applications Applications

Provider independenceGeographic factors

Applications

SaaS Cloud Provider independence
On demand scale-out
Differentiated services
Diff t(i t d)

Geographic factors
• Markets, location-

dependent services
Dependability/continuity
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Applications Different(iated) apps
Hybrids

Dependability/continuity
• 24/7, disaster 

recovery, diversity …



Multi-cloud management tools
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Contextualization
NimbusNimbus
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Contextualization: Providing One-Click Virtual Clusters, Keahey, 
K., T. Freeman. eScience 2008, Indianapolis, IN. December 2008.



Intercloud standards
Protocols formats and mechanisms for interoperabilityProtocols, formats and mechanisms for interoperability
From David Bernstein, Hwawei Tech., www.cloudstrategypartners.com
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http://ww.iaria.org/conferences2009/filesFUTURECOMPUTING09/DavidBernstein_Intro_to_Intercloud_V6.pdf



Combinatorial Innovation
“… historically, you’ll find periods in history where there would be the availability sto ca y, you d pe ods sto y e e t e e ou d be t e a a ab ty

of a different component parts that innovators could combine or recombine 
to create new inventions. In the 1800s, it was interchangeable parts. In 
1920, it was electronics. In the 1970s, it was integrated circuits. Now what 
we see is a period where you have Internet components, where you have 
software, protocols, languages, and capabilities to combine these 
component parts in ways that create totally new innovations. The great thing 
b t th t i d i th t t t ll bit Th tabout the current period is that component parts are all bits. That means you 

never run out of them. You can reproduce them, you can duplicate 
them, you can spread them around the world, and you can 
have thousands and tens of thousands of innovators combining 
or recombining the same component parts to create new 
innovation So there’s no shortage There are no inventory delays It’s ainnovation. So there s no shortage. There are no inventory delays. It s a 
situation where the components are available for everyone, and so we get 
this tremendous burst of innovation that we’re seeing.”

Advanced Computing and Information Systems laboratory NSF Center for Autonomic Computing

Hal Varian, chief Google economist and professor at UC Berkeley 



Combined clouds
Combine: to bring into such close relationshipCombine: to bring into such close relationship 
as to obscure individual characteristics

middleware middleware middleware
Datacenters

middleware

XaaS Cloud

Datacenters
middleware

XaaS Cloud

Datacenters
middleware

XaaS CloudXaaS Cloud XaaS Cloud XaaS Cloud

Applications

Combined cloud

Applications

“Heterogeneous virtual cluster on a WAN” aaS
“(Excel based) geospatial market analytics” aaS
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(Excel-based) geospatial market analytics  aaS
“Personalized health from multiple providers” aaS



Sky computing

Use of combined clouds
• Resources/apps/platforms across independent 

clouds are used
• Services other than those of each individual cloud
• T f lti l l d i l l d lik• Transparency of multiple clouds - single-cloud like
• Sky providers are consumers of cloud providers
• “Vi t l” d t t l d i l d• “Virtual” datacenter-less dynamic clouds

Many challenges and questions 
• Communication among resources in different 

clouds is of key importance
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Communication Problems
Connectivity limitations due to the lack of publiclyConnectivity limitations due to the lack of publicly 
accessible addresses, firewalls, NATs …
• solutions available for grid computing (API-based, IPOP, VNET, 

ViN ) t (O VPN Ci VPN )ViNe …), remote access (OpenVPN, CiscoVPN, …)
• mostly based on user-level network virtualization

• E g ViNe general• E.g., ViNe general 
purpose overlay network 
solution

• Deploys user-level 
virtual routers used as 
gateways by nodes thatgateways by nodes that 
do not run ViNe
software

• Apps run unmodified
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• Apps run unmodified
• Best performance 



Cloud realities

Dangers of VM privileged 
users
• h IP d/ MAC

Small Instance – default*
1.7 GB memory• change IP and/or MAC 

addresses
• configure Network Interface

y
1 EC2 Compute Unit (1 
virtual core with 
1 EC2 Compute Unit)configure Network Interface 

Card in promiscuous mode
• use raw sockets

1 EC2 Compute Unit)
160 GB instance storage 
(150 GB plus 10 GB root 

• attack network (spoofing, 
proxy ARP, flooding, …)

Cloud providers impose

( p
partition)
32-bit platform

Cloud providers impose 
network restrictions that 
severely affect network

I/O Performance: 
Moderate
API name: m1 small
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severely affect network 
virtualization

API name: m1.small



Network Restrictions in Clouds
Internal routing and NATInternal routing and NAT
• Assigned IP addresses (especially public) are neither 

visible nor modifiable from within the VMs, and NAT 
techniques are used

Sandboxing
• VMs are connected to host-only networks
• VM-to-VM communication is enabled by a combination 

of NAT routing and firewalling mechanismsof NAT, routing and firewalling mechanisms
Packet filtering (beyond usual)
• VMs packets are inspected and only those packetsVMs packets are inspected and only those packets 

containing valid addresses (IP and MAC assigned by 
the provider) are allowed
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Network Challenges in Clouds

I t l ti / NATInternal routing / NAT
• High number of intermediate nodes (hops) in LAN 

communication (nodes on the same subnet, thus no 
h i b d)hops in-between are expected)
• EC2 public-to-public – 6+ hops
• EC2 private-to-private – 3+ hops  (better)

Sandboxing
• Disables direct datalink layer (L2) communication
• Can’t use VMs as routersCan t use VMs as routers 
• No node-to-gateway communication

Packet filtering 
• Only allows packets w/ source IP address
• Disables VM ability to act as a router
• No gateway-to-node communication
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Typical IaaS Network

VM A1 VM A2

Physical Server A Physical Server B

VM B1 VM B2

…

…

…

vNIC vNIC vNIC vNIC

vNIC NIC
Firewall

proxyARP
Forwarding

vNIC NIC
Firewall

proxyARP
Forwarding

Physical 

Advanced Computing and Information Systems laboratory NSF Center for Autonomic Computing

y
Network



Typical IaaS Network

VM A1 VM A2

Physical Server A Physical Server B

VM A1 VM B2

… …
VMs are not bridged to the 

physical network. Host server of 
each VM routes, monitors and 
filters network traffic VMs can …vNIC vNIC vNIC vNIC
filters network traffic . VMs can 
only “see” the host server MAC 

address

vNIC NIC
Firewall

proxyARP
Forwarding

vNIC NIC
Firewall

proxyARP
Forwarding

Physical 
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Typical IaaS Network

VM A1 VM A2

Physical Server A Physical Server B

VM B1 VM B2

… …
…vNIC vNIC vNIC vNIC

vNIC NIC
Firewall

proxyARP
Forwarding

vNIC NIC
Firewall

proxyARP
Forwarding

If a MAC address is statically 
configured, packets are dropped 

b th h t

Physical 

by the host server
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Typical IaaS Network

VM A1 VM A2

Physical Server A

VM B1 VM B2

…
…vNIC vNIC vNIC vNIC

vNIC NIC
Firewall

proxyARP
Forwarding

vNIC NIC
Firewall

proxyARP
Forwarding

Ph i l SVM t t t

Physical 

Physical Server 
B

VM A1 VM A2

VMs cannot act as gateways
Ex: B1 is a gateway to virtual networks 

for A2
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y
Network …

B1’s MAC address is unknown to A2!



Typical IaaS Network

VM A1 VM A2

Physical Server A Physical Server B

VM A1 VM A2VM NICs can be only configured 
with the IP address assigned by

… …
with the IP address assigned by 

the cloud provider.
VN approaches  that require 

additional addresses do not work. …vNIC vNIC vNIC vNIC

vNIC NIC
Firewall

proxyARP
Forwarding

vNIC NIC
Firewall

proxyARP
Forwarding

Physical 
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Typical IaaS Network

VM A1 VM A2

Physical Server A Physical Server B

VM B1 VM B2

VMs cannot act as 
routers.

Source-IP-address checks 
on host servers drop

… …
on host servers drop 
packets with source 

addresses that differ from 
the VM’s IP. …vNIC vNIC vNIC vNIC

vNIC NIC
Firewall

proxyARP
Forwarding

vNIC NIC
Firewall

proxyARP
Forwarding

Physical 
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ViNe Routing
Packet with header VH1→VH2
is directed to VRB using L2 

VRB looks up its routing table. The 
table indicates that the packet g

communication (MAC VH1→ 
MAC VRB) 

p
should be forwarded to “A”

ViNe packet is encapsulated 
with an additional header for 
transmission in physical 

Original, unmodified packet 
VH1→VH2 is delivered

Problem: communication is
blocked in cloudsProblem: packet 

i j ti i bl k d

ViNe domain ViNe domainVH2

VH5 VH6 VH1
Virtual Space

Example: VH1
sends a packet to 
VH2

p y
space: B→A:(VH1 → VH2)

injection is blocked 
in clouds

VR
ViNe domain ViNe domain

ViNe
Router

H Host

VRA

VH4

VRC

VRB

VRD
VH3

Public Private network B

H Host

H2

H5

VRC

H1H6
Physical SpaceViNe header is 

stripped off for network A

Private network C

Private network B

Public
network D

Internet R
N

Router

NAT
N

H4

H2
A R

F H3

N B
stripped off for 
final delivery
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network D N
F

NAT

Firewall
H H



Solution

C fi ll d t k VRConfigure all nodes to work as VRs
• No need for host-to-VR L2 communication
• TCP or UDP based VR-to-VR communication 

i t th dd h k t i ticircumvents the source address check restriction
But…
• Network virtualization software required in all nodes
• Network virtualization overhead in inter- and intra-site 

communication
• Complex configuration and operation

TinyViNe
• No need to implement complex network processing –

leave it to specialized resources (i.e., full-VRs)
• Keep it simple, lightweight, tiny
• Use IP addresses as assigned by providers
• Make it easy for end users to deploy
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M. Tsugawa* et al.“User-level Virtual Networks Support for Sky Computing”, e-Science, 12/09.



TinyViNe Routing
Packet with header TV1→TV2
is intercepted by TinyViNe

The packet TV1→TV2 is 
transmitted by VRA  to TV2

i l UDP
p y y

software and transmitted to 
VRB using regular UDP 
mechanisms

TV1 → VRB :(TV1 → TV2)

VRB lookup its routing table. The 
table indicates that the packet 
should be forwarded to “A”

ViNe packet is encapsulated 
with an additional header for 
transmission in physical 

using regular UDP 
mechanisms

VRA → TV2 :(TV1 → TV2)

TinyViNe software recovers 

ViNe domain ViNe domainTV2

TV TV TV1
Virtual Space

Example: TV1
sends a packet to 
TV2

( )should be forwarded to A
space: B→A:(TV1 → TV2)

y
the original packet and 
delivers to TV2

VR
ViNe domain ViNe domain

Full ViNe
Router

TV TinyVR

VRA

TV4

VRC

VRB

VRD
TV3

Public Private network B

TV TinyVR

H2

H

VRC

H1HPhysical SpaceViNe header is 
stripped off for network A

Private network C

Private network B

Public
network D

Internet R
N

Router

NAT
N

H4

H2
A R

F H3

N B
stripped off for 
final delivery

Advanced Computing and Information Systems laboratory NSF Center for Autonomic Computing

network D N
F

NAT

Firewall
H H



Cloud-combining software

TinyViNe, only a possible piece of what 
is needed

Datacenters
middleware

Datacenters
middleware

XaaS Cloud XaaS Cloud

Combined cloud

Applications
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Sky Computing
Vi t l Cl t

Tiny 
ViNe

Tiny 
ViNe

Virtual Cluster

UCSD
FutureGrid

Grid5000UCSD

UC Rennes
FutureGrid Sophia

G d5000
Grid5000

70
100

100

97

UF
FutureGrid

UF

ViNe/TinyViNe
Download 
Server 1. ViNe-enable sites

2 Configure ViNe VRsUF 2. Configure ViNe VRs
3. Instantiate BLAST VMs
4. Contextualize

a.Retrieve VM information

90
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OGF, Chicago
connected to UF (ssh)

b.TinyViNe-enable VMs
c.Configure HadoopTotal #cores= 1114



3-sites experiment
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Summary 
User-level overlay networks can be used forUser-level overlay networks can be used for 
inter-cloud communication
Must handle cloud-specific restrictionsMust handle cloud specific restrictions
• Not apparent from abstraction provided as a service 
• Overcome via network-virtualization software in VMs
• Important to keep the software simple and light
• Experiments with parallel bioinformatics applications 

h h i ffi i l bl k ishow that it efficiently enables sky computing 
• Implementable as a service by a cloud provider, in the 

context broker of a sky provider or by the consumercontext broker of a sky provider or by the consumer
• Many opportunities and need for autonomic 

networking at the provider and/or consumer levels
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Beyond communication

XaaS = abstractions as a serviceXaaS = abstractions as a service
• Which ones to use?
• SLAs: what is in them and middleware middlewareSLAs: what is in them and 

how to support?
• Affect management of 

Datacenters

XaaS Cloud

Datacenters

XaaS Cloudg
performance, complexity, 
dependability, … Combined cloud

Contextualization, 
coordination and Applications

Combined cloud

management
Modeling is essential
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g
Issues: security, privacy, business models… 



Resource usage estimation

P id tiProvider perspective
• can improve resource utilization, as schedulers 

are able to fit more requests in the same resourceare able to fit more requests in the same resource

Consumer perspective
• t h th t t ff ti l d d• to choose the most cost-effective cloud and 

resource configuration for a given problem

50
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BLASTX on 32 nodes, 64 processors, 256 skewed tasks

0:42:06

50
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0

0:00:00 0:07:12 0:14:24 0:21:36 0:28:48 0:36:00 0:43:12

Execution time (h:mm:ss)

0
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Exection time (h:mm:ss)



Fault modeling
If components are cloud services what is a component fault?If components are cloud services, what is a component fault?
• SLA violation? User-defined condition? Unusual behavior?
• E.g. resource-exhaustion faults

How can the health of a sky system/app be managed?
What/how are concerns  separated?
• E i t l t• E.g. virtual routers
• “A distributed system is one in 
which the failure of a computer you
didn't even know existed can render
your own computer unusable” 

Leslie LamportLeslie Lamport

Similar issues for security, 
privacy, data, performance…
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Autonomic solutions desirable



Autonomic computing in clouds?

Decoupling implies loss of cross-abstraction 
information
• Providers know little about consumer applications
• Consumers know little about provider’s 

i f t tinfrastructure

Scale and dynamics of clouds create 
t ll i t d bmanagement pressures - alleviated by 

• Commonalities across cloud components
• Virtualization of application environments

autonomic computing needed … 
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and feasible!



Conclusions

Clouds provide the components for novel IT 
systems or implementations of familiar IT systems
• Sk ti f t h t d th i• Sky-computing refers to such systems and their use
• In particular, combined clouds capable of providing 

environments, workflows, enterprise IT, etc “as a service”environments, workflows, enterprise IT, etc as a service
Design and management of combined clouds
• An area for fundamental and system-oriented IT researchAn area for fundamental and system oriented IT research
• Will impact standards and next-generation IT businesses

Relevance to HPC
• For high-throughput and pleasingly parallel apps 
• For data-centric computation
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• Models/standards may be leveraged
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Center for Autonomic Computing (nsfcac.org)
Founding industry members

collaborative partnership amongst 
industry academe and government;industry, academe, and government;
concepts, technologies and resources 
for industry‐relevant autonomic 
computing research;
interdisciplinary education on 
autonomic computing;autonomic computing; 

Industry and government agencies 
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FutureGrid: a Grid Testbed
IU Cray operational, IU IBM (iDataPlex) completed stability test May 6
UCSD IBM operational, UF IBM stability test completes ~ May 12
Network, NID and PU HTC system operational
UC IBM stability test completes ~ May 27; TACC Dell awaiting delivery of componentsUC IBM stability test completes   May 27; TACC Dell awaiting delivery of components
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NID: Network Impairment Device
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Public FG Network



FutureGrid
• The goal of FutureGrid is to support the research 
on the future of distributed, grid, and cloud 
computing. 

• FutureGrid will build a robustly managed 
simulation environment or testbed to support the 
development and early use in science of new 
t h l i t ll l l f th ft t ktechnologies at all levels of the software stack: 
from networking to middleware to scientific 
applicationsapplications. 

• FutureGrid is a (small 5600 core) Science/Computer 
Science Cloud but it is more accurately a virtual
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Science Cloud but it is more accurately a virtual 
machine based simulation environment



futuregrid.org
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