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Smartphone Users = Still Lots of Upside...

@ 30% of 5.2B Mobile Phone User Base

Global Smartphone Quarterly Unit Shipments &
Smartphone Users as % of Mobile Phone Users, 2009 — 2013
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Source: Smartphone shipments per Morgan Stanley Research. User base per KPCB estimates based on Morgan Stanley Research and ITU data. Smartphone
K P B users & mobile phone users represent unique individuals owning mobile devices, as noted on slide 8; Mobile Subscribers based on number of connections & may
therefore overstate number of mobile users.



Sensors = Big / Broad Business, Rapid Growth,

Rising Proliferation /N Devices...

iPhone (2007)
3 Sensors

iPhone 5s (2013)
5 Sensors

| —|
"
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« Accelerometer / proximity / ambient light * 3-axis gyro / fingerprint / accelerometer /
proximity / ambient light

Samsung

Galaxy S5 (2014)
> 10 Sensors

* Gyro / fingerprint / barometer / hall (recognizes whether
* Accelerometer / proximity / compass cover is open/closed) / RGB ambient light / gesture /
heart rate / accelerometer / proximity / compass

Galaxy S (2010)
3 Sensors

’Ju_a,-

@ K P c B Note: Sensor count for illustrative purposes only — Apple & Samsung sensor count methodology may differ. 67
Source: Publicly available data from Apple & Samsung, and third party reviews.



...Sensors = Big / Broad Business (+32% Y/Y to 8B)

Rising Proliferation OF Devices

Global MEMS Unit Shipments by Consumer Electronics Device, 2006 — 2013
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Each New Computing Cycle =

10x > Installed Base than Previous Cycle

Exhibit 29

Each new computing cycle typically generates
around 10x the installed base of the previous cycle

Devices or users in millions; logarithmic scale
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@ K P c B Source: Morgan Stanley Mobile Internet Report (12/08)
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Big Picture Trends

Mobile Smartphone, Tablet (MSpT+) market is increasingly
dominating the computing industry with ~1.5 billion devices

— Mary Meeker report suggests this

— Chip maker actions confirm this
Emerging internet of things (1oT) could be larger (perhaps much
more so) if trends continue

— Long term bets in Arduino by Intel suggests this

— NEST purchase suggests this

— I'll call this the “Catlett Hypothesis” there is also a wearables
conjecture that is related to this

The hyper growth is in edge (consumer) devices

— By design the market at the consumer level is more visible and
played out in public

— Notice Apple hiring luxury goods execs
— Qualcomm market cap ~ intel market cap



Relative Growth Rates

By 2015

G0

50x — Data managed within enterprice data centers § 44
44x — Storage growing from 0.8 ZBs in 2009 to 35 ZBs in 2020
263 — Mobile Data Traffic growth from mobile devices
10x — Servers worldwide growth
5X — |P-based Video and real-time applications growth

4x — IP traffic growth

e —
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loud Accounts for Neary Two-Thirds of Data Center

—.
. 31% CAGR 2011-2016
.—

Cloud Data Center
Traditional Data Center
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CPU Volume TAM
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Data Volume Growth

The Cloud is Driving a Data Growth Explosion

182 Billion! 350 Million‘ : By 2020°, From 2005 to - In 2017 Global IP
E-mails sent photos uploaded IT departments 2020 the digital traffic will reach
each day to Facebook . will be _ - -universe will. " 1.4 Zettabytes”
worldwide every day - looking after - grow by a factor per year
10x3more of 300 from

servers, . - 130 Exabytes to

= 50xiiHore - |~ -40,000
dataand Exabytes
/5% more files

Source IDC



Mobile Drives Cloud

The growth rate in backend services/servers is somewhat
lower and competition very difficult

— The market has driven down margins close to zero
— IBM is divesting from x86 (ditto from “disks”, “PCs”, “networking”, “fabrication”
and other businesses that have failed to drive profit

Cloud deployments (non-customer owned, remotely accessed)
appear to be the primary delivery mode

— Relatively small number of global cloud providers
— Many services hosted on larger players infrastructures (Big/Little business
models)

Cloud increasingly will encroach on “on-premises” or
“enterprise owned and operated” infrastructures
— New ventures tend to start in cloud

— Refactoring of applications targets cloud when possible
— Move towards X as a service hosted on public cloud



Public clouds Private clouds

Managed Virtualised Virtualised
operations resources resources

Computing and storage Computing and storage
resources providing an resources providing an

Third-party application platform application platform ¥y "

automation automation
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Self-service Self-service
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Public/Private Cloud?

* Private Cloud/Public Cloud hybrids will emerge for
those areas of special (institutional) concerns

— “Same Stack Different Datacenter”
— Legal uncertainty in data privacy/ownership
— Government surveillance pressures
 Many of the future technical needs of backend

service “clouds” are converging with what has been
developed for HPC systems

— | call this the “Satoshi Hypothesis”

— Driven by the ratio of internal to external actions and
derived events (HPC is an extreme limit of this)

— | summarize this as tighter coupling, (store, memory,
compute, network) (SoC + NoC + MoP)



The End of Moore’s Law as we’ve
known it and Implications

We are now roughly ten years into the rollover on clock, power etc.
Understanding the timing of transitions, options and impacts is hard

Nothing is emerging that has a strong consensus to replace CMOS in the next ten
years

Later this week we have a speculation session

So what’s after the CMOS-based transistor? Carbon nanotubes and graphene get
the most attention. Over time, the industry could migrate towards stacked-die or
monolithic 3D devices. All told, there are nearly 20 viable next-generation
transistor candidates on the table, although there is a possibility that CMOS may
prevail over the long term.

Surprisingly, based on the latest performance benchmarks from Intel, carbon
nanotubes, graphene or even 3D devices failed to make the cut. Conducted in the
lab, Intel’s benchmarks are based on throughput, power consumption and other
criteria. In simple terms, the most promising devices on Intel’s current list are
narrowed down to five technologies—spin-majority gate; spin-wave devices; IlI-V
tunnel field-effect transistors (TFETs); heterojunction TFETs; and graphene
nanoribbon (GNR) TFETs.



Computing power (units per second)

1P
Legend and vertical scale:

T : : ;
o Devices/chip; devices/watt. Cramming More
10T Components onto Integrated Circuits, G. Moore,
1T Electronics, Vol. 48, issue 2 (April 19, 1965)

100G peak computer speed.
106  Two Centuries of

G Jt_f’raducﬂ'via;y Growth 65536 - —=
in Computing Components /
100M  William D. per integrated ;f
10M Nordhaus, The function  nse _

Journal of Economic
IM  History, Vol. 67, No.

100 1 (March 2007).

Data points
10K R
1K region
100 l «—— Sketched center of
data field
10
1

1850 1870 1890 1910 1930 1950 1970 1990 2010



A4

The Twilight of Moore’s Law: Economics
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Captured from some Intel Investor Briefying a few years ago



Crossing ‘Lab to Fab’ Chasm

Lab

snm Beyond 5nm

FINFET (bulk)

SiGe PMOS FInFET

-V /Ge FINFET rigate

Manowire/All-around gates

Super-steep subthreshold device
Carbon-based structures

NEED INNOVATION

*SPV = Sall Product Vahse on currant RAD irsjaciory




Intel® Transistor Leadership
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Technology Competition

Comparison of Process Roadmaps (for Volume Production)

2011 2012 2013 2014 2015 2016
22nm
Irtel tri-gate 14nm 10nm
transistar
34nm 10nm
GlobalFoundries 28nm 20nm  finFET, (W
20nm BEOL
1dnm
Samsung 28nm 20nm finFET, 10nm
20nm BEOL
16nm
T5MC 28nm 20nm finFET, 10nm
20am BEOL
14nm
umMc 28nm finFET, 10nm
20nm BEOL

Source: Companies, conference reports, IC Insights

Figure 2



Preliminary Worldwide Ranking of the Top 20 Suppliers of Semiconductors in 2012
(Ranking by Revenue in Millions of U.5. Dollars)

2011 2011 2012 | Percent | Percent | Cummulative
Rank Company Name Revenue | Revenue | Change | of Total Percent

1 1 Intel 48,721 47 043 -24% 15.7% 12.7%
2 2 =amsung Electronics® 28,263 30,474 6.7 10.1% 20.1%
6 3 Qualcomm 10,1593 1296 272% 4.3% 30.0%
3 4  Texas Instruments 13,967 12,008 -14.0% 4.0% 34.0%
4 >  Toshiba 12,729 10996 -13.6% 3.6% 37 6%
o L Renesas Electronics Corporation 10,643 5430 -11.4% 3.1% 40.7%
& T SK Hynix 9293 8,462 -8.9% 2.8% 43.5%
¥ i =TNicroelectronics 9,735 403 -13.2% 2.8% 46 3%
10 9 Broadcom 7,160 7,640 9.5% 2.6% 48.9%
9 10 Micron Technology 7,365 6,955 -3.6% 2.3% 21.2%
13 11  Sony 2,015 6025 20.1% 2.0% 23.2%
Ly 12  Advanced Micro Devices (AMD) 6,436 3300 -17.7% 1.7% o4 9%
12 13  Infineon Technologies a,312 4 826 89.1% 1.6% ob6.5%
16 14  NXP 3,831 4,096 6.9% 1.4% of 9%
17 12 n\Vidia 3,608 3,923 8.7% 1.3% 29.2%
14 16  Freescale Semiconductor 4 408 3775 -14.4% 1.2% 60.4%
21 17 MediaTek 3,309 3,472 4.59% 1.1% 61.6%
15 18 Elpida Memory 3,887 3414 -122% 1.1% 62 7%
22 1% ROHM Semiconductor 3,267 3,170 -3.0% 1.0% 63.7%
19 20 Marvell Technology Group 3,393 3,113 -8.3% 1.0% 64 8%

Top 20 Companies 200,845 195,251  -2.3%  64.8%
All Others 109,360 106,768 -2.4%  35.2%

Total Semiconductor 310,205 303,019 -2.3%  100.0%
*significant impact on growth due to Samsung Electronics acguisition of Samsung Electro-Mechanic’s 50%

cshare of Samsung LED
source: IHS iSuppli Research, December 2012



2012 Top 25 Semiconductor Sales Leaders Ranked by Growth Rate
($M, Including Foundries)

2012 2011 | 2011 Tt | 2011 Tot | 2012 | 2012 Tot | 2012 Tot | 201272011
- Company Headguarters - i . i

1 |Qualcomm™ -3 0 0

2 |GlobalFoundries® Us. 3,480 1] 3,480 4,560 0 4,560 3%
3 TSMC* Tarwan 14,600 0 14,600 17,167 0 17167 18%
4 |Sharp Japan 1,658 1,250 2,908 1,799 1,505 3,304 14%
5 |MediaTek™™ Taiwan 2,968 ] 2,969 3,366 0 3,366 13%
& |Broadcom™* Us. 7,160 0 7,160 7,793 0 7,793 9%
7 |Mvidia*® LS. 3,929 ] 3,939 4,229 ] 4,229 T%
8 |MXP :

10 |intel U.s. 49,697 1] 49,697 | 49,114 1] 49,114 =1%
11 |Samsung Soulh Korea | 32,703 TED 33,483 | 29,730 2521 32,251 -4%
12 | 5K Hynix South Korea | 9,403 ] 9,403 9,057 ] 9,057 =4 %%
13 [Tl Us. 12,182 718 12,900 | 11,442 705 12,147 -6%
14 |Fujitsu Japan 4,035 395 4,430 3,805 357 4,162 6%
15 |Sony Japan 4,706 1,387 6,093 4,449 1,260 5,709 -6%
16 |Micron Us. 8,125 446 8,571 7,567 4315 8,002 -T%
17 |Rohm Japan 1,952 1,351 3,303 1,792 1,238 3,030 -B%
18 |Marvell*™ L5, 3,445 1] 3,445 3,157 0 357 -B%
19 |Infineon Europe 3,560 2,039 5,599 3,143 1,850 4,993 -11%
20 |Toshiba Japan 10,024 | 2,731 12,745 9,055 2,162 11,217 =12%
21 |Renesas Japan 8,517 2136 10,653 T 487 1,827 9,314 -13%
22 |57 Europe 717 2,514 9,631 6,227 2137 8,364 =13%
23 |Freescale U.s. 3,750 G641 4,391 3,164 M 3,735 =15%
24 |AMD™ Us. 6,568 ] 6,568 5,422 ] 5422 “AT%
25 |Elpida Japan 3,891 1] 3,891 3,075 1] 1,075 -21%
*Foundry **Fabless

Source: IC Insights” Strategic Reviews Database



Who are the top Foundaries

Top 12 2012 IC Foundries

2012 2011 Foundry 2010 Sales | 2011 Sales | 2011/2010 | 2012 Sales | 2012/2011
Rank Rank Compamny Type Location ($M) ($M) Change (%) (S M) Change (%)
1 1 TsSMC Pure-Play Tawan 13,307 14,600 10% 17,167 18%
2 3 GlobalFoundries Pure-Play LS. 3,510 3,480 =1% 4 560 31%
3 4 Samsung IDM South Korea 1,205 2,190 B2% 4,330 98%
4 2 UMC Pure-Play Taiwan 3,965 3,760 5% 3,730 =1%
5 5 SMC Pure-Play China 1,555 1,320 -15% 1,682 2T%
] & Hua Hong Grace® Pure-Flay China 627 850 6% 940 11%
T T TowerJazz Pure-Play Israe 510 811 20% fdd 5%
B B  Vanguard Pure-Play  Taiwan S08 519 2% 582 12%
9 8% Dongbu Pure-Play South Korea 475 500 5% 540 8%
10 10 IBM IDM LS. 430 420 2% 435 4%
1 11 MagnaChip oM South Korea 405 350 =14% 400 14%
12 12 WIN* F"urnuF'l:;l: Tanwan 221 298 35% 382 28%
— — Tep 12 Total — — 26,718 28 898 B% 35,302 22%
— — Top 12 Share - — Br% BE% — 20% —
— —  Other Found — — 017 3972 =1% 3,918 =1%
— — Total Foundry — — 30,735 32,870 T% 39,310 20%

*Hua Hong MEC and Grace merged in 2012 (includes Shanghai Huali joint venture),
Source: IC insights, company reports *Gabds foundry



Samsung, teaming up with Globalfoundries, has landed orders for its 14nm
FinFET process from Qualcomm and Apple, reports DigiTimes. Industry sources
say related foundry services will begin in early 2015.

2016 _ |

(K WPM)| |16/14nm| |20nm 28nm ‘ TOTAL] | 16/14nm| |20nm 28nm || TOTAL
Company AI 44 48 76 \ . 72 196
Company B 19 46 32 ‘ 34 106
Company g 8| | 12  14] 13 35
Company O 7 9 1 ‘ 10 32
Company E 6 15 32 | 14 69
Others 13 ,

DEMAND FOR 16/14nm TECHNOLOGY WAFERS
IS CONCENTRATED WITHIN SMALL NUMBER OF COMPANIES
IN 2016 AND POTENTIALLY 2017
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Global Roadmap for 3D Integration with TSV
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ARPA SyYyNAPSE Program Plan
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Indusirial Technology
Research Institute

ITRI’s 3DIC Roadmap

High BW & speed (1TB/s)
Via last/middle/first

Capacity, DDR4, C/P Opti.

Via last/middle/first
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Key : Reliable baseline
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What does this mean for HPC?

Architecture (and Technology)
Infrastructure (and data centers)
Software Stack (real-time, big data)
Applications (optimization, prediction)
Science (health, safety, learning)



Architecture-Technology

The mobile world is currently a mixture of 32bit and some 64bit and 16bit
implementations

GPUs, vectors, app specific IP blocks
Need for lower power

Need for more memory/storage and deeper integration (smaller cheaper
packaging)

Need for offloading alg/apps to more efficient hardware when possible

Mobile and Things are primarily “interfaces” between people and things
and the cyberealm

Mobile is (thin?) layer that needs to speak human on one side and machine on
the backend

Things is a layer that needs to speak material objects on one side and machine
on the backend

Occasionally Mobile and Things will talk to peers but almost always mediated
via cyber something

Wearables are sorta like Things attached to people.. Bridge between the
object side of the people the people side and cyber side



Architecture and Technology

* Inthelong term is seems to me that Mobile/Wearable
become more “biological”, “embedded”, “implicit”

— E.g. Ender’s game Ansible type things or various sci-fi realm
embedded augmentations (vision, audio, comm, thinking. etc.)

— This doesn’t necessarliy imply that they will be less relevant for
HPC or future large-scale systems

e However mobile doesn’t today need some things we need
(extreme reliability, scalability, streaming bandwidths,
sustained throughput. etc)

— Sleep most of the time but wakeup and do many things then go
back to sleep

— Though the bottoms up argument has some potential (ARM +
friends pushing up)

— Top down is also interesting (Intel pushing down)



Architecture-Technology

e The server side of the “mainstream” market does need some of
these things and others

— More cost efficient platforms (reduced footprint based on services)

e Driving push away from general purpose x86 towards ARM, GPUs, perhaps even
Power! Perhaps retuned architectures from intel

— Scalability of a sort (infrastructure, and applications)

e Quickly deploy large-quantities of servers and manage them with few a people
as possible

* Systems need to support clusters of a scale for the given application suite
e Redundancy is okay as long as its cost effective
e Continuous deployment

 There today is little overlap of the specialized IP blocks that are
needed in Mobile with the specialized IP blocks that could make
HPC systems more efficient

— Many of these come from signal processing and media processing which
are limited in HPC spaces (though not in cloud see AWS freemuim)



TI OMAP5430 SoC

westiomstes

zoarr sl w1 | ousa |

U5SE WS
target

Companicn
DO

-5hield ™ sysiem security inchmology: SHA-1/S5HA-2MDS,
DESIIDES. AN, JI.ES, PMA secure WOT, keys r.r'fplu gl

BiiP DSl
MdiF Dol
NP DBI-B/TM

Debug & race
EJTAG/STHPTE

Emulatoe
Pl



Infrastructure and data centers

e Server side of the mobile ecosystem

Large-scale deployments driven by cost, security, environmental
profile (hydro, solar, free cooling)

Largely air cooled, commodity (repackaged) building blocks

Scale of Machine rooms is 10x-20x the HPC community largest
deployments

Power and cooling densities typically lower than HPC centers
Aggregate bandwidths into the centers can be comparable

Lights out remote management, small local teams

Common management software across many systems and many sites
Integrated interconnect is a disruption in the current hardware model
Custom mini-node deployments would be disruptive

Virtualization and Containerization

Deep software stacks between providers, services and users

Same style of infrastructure used for services development
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Mobile + Data vs
HPC Software Stack

How much leverage can HPC expect from the mobile world
for software?

In Cloud backend space | see a few things impacting HPC
— OpenStack and other AWS compatibility layers

— Docker (reimagined containers)

— noSQL/KV data management MongoDB, CouchDB, Cassandra,
Accumulo, etc.

— Web software stacks (apache*, etc.)
— NLP software stacks (NLPT, StanfordNLP, etc.)

Much plumbing, but little HPC can build on directly to
support HPC applications

Much reinvention (workflow is a good reinvention area)



Programming Language Trends

::::;"3 :: : ::::IZ Delta in Position | Programming Language FTI':I::'ISE F;E:: 12 Status
1 1 Java 18.387% | +1.34% | A
2 2 c 17.080% | +0.56% | A
3 5 11} Objective-C 9.B03% | +2.74% | A
4 4 C++ B.758% | +0.91% | A
5 3 18 ] c# 6.680% | -197% | A
6 6 PHP 5.074% | -057% | A
7 8 ] Python 4.949% | +1.80% | A
8 7 | (Visual) Basic 4648% | +0.33% | A
9 9 Peri 2.252% | -068% | A
10 12 it Ruby 1.752% | +0.19% | A
11 10 | JavaScript 1423% | -1.04% | A

Source TIOBE
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é Wolfram Language-

Home Principles Uses Code Gallery For Experts Q&A Ecosystem Documentation Community

Designed for the new generation of programmers, the Wolfram Language has a vast
[ ntfo d Uucin g depth of built-in algorithms and knowledge, all automatically accessible through its

' elegant unified symbolic language. Scalable for programs from tiny to huge, with
k NOW l = d gc b dS€ d immediate deployment locally and in the cloud, the Wolfram Language builds on clear
p Tog ramimin g . principles—and 25+ years of development—to create what promises to be the world's

most productive programming language.

>

Principles and Concepts » Stephen Wolfram's Introduction »

FFI d
Monkey Patchab
Symbolle
Functional
Declarative
Homoiconic

Expression Base

Scope and Documentation » For Language Experts » Products and Ecosystem »
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M PROGRAMMING CLOUD (eeTs

Free | Upgrade» E !!

You are using a free account with limited deployments. Upgrade to scale up and get access to Wolfram Desktop Cloud Files

<3| Fie Format Insent View Deploy © Recent

i® SteganographyWLExample.nb

% Home

Hide Secret Messages in Images B s

Hide messages or other data in an image for covert distribution. Deployments

Reports

» Resources & Controllers

InsertSecretMessage[

&, "This is a secret message" Shared by You

Shared with You

Trash

code

InsertSecretMessage[carrierimage_Image, mesg_] =
Block[ {carrierBytes, pixelChannels, secretBits, secretBytes},
carrierBytes = BitAnd[ImageData[carrierimage, "Byte"], 244 11111 110] ;
secretBits = Flatten[IntegerDigits[ToCharacterCode[ToString[mesg, InputForm,
CharacterEncoding — "ASCII"]], 2, 8]1;
secretBytes = Fold[Partition, PadRight[Join[IntegerDigits[Length[secretBits], 2, 48], secretBits] ,

Apply[Times, Dimensions[carrierBytes]]],, Reverse@Rest[Dimensions[carrierBytes]]];
Image[carrierBytes + secretBytes, "Byte"]

1

ExtractSecretMessage[img_Iimage] :=
Block[ {secretData, messagelLength},

» Evaluate [=] Dashboards ™ Console § ? F Community B Feedback
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Polyconic
Make a Capital Temperature URL Make Pop Art Make a You-Centric World Map
How many days old are you? A ]
DateDifference("Jan 4, 1987", Today] P i e ¥ e n
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How many days until your next birthday? m :
DateDifference[Today, "Jan 4, 2015"]
- oh S NS
Find Your Age in Days Find the Population of a Country

Plan a City Tour Plot Population Growth Make an Elevation Map
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e Volume >> that of mobile?

e Downward scaling from mobile platforms
e New software stacks?

e Sensors and New Networks

e Cloud Backends 1-1, 1-N, N-1, N-M

e Data collectors or smart devices?

e Integration with neuromorphic ideas

e Ultra-low power, self powered, disposable?
e Linkage to digital fabrication



TECHNOLOGY ROADMAP: THE INTERNET OF THINGS

Software agenis and
advanced sensor
fusion

Technology Reach Miniaturization, power-
efficient electronics, and

available spectrum

Teleoperation and
telepresence: Ability to
monitor and control
distant objects

Ability of devices located Physical-World
indoors to receive Web
geolocation signals Locating people and
everyday objects L .
Cost reduction |eading y y J Ub|qU|tUU5 PQSItIOr’II I’Ig

to diffusion into 2nd
wave of applications

Surveillance, security,
healthcare, transport,
food safety, document

Demand for expedited management Vertical-Market Applications

logistics

RFID tags for
facilitating routing,
inventorying, and loss
prevention

Supply-Chain Helpers

2000 2010 2020 Time

Source: SRI Consulting Business Intelligence
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Growth paralleling that of mobile, loT LI A ﬁ @cfé
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— HPC vs Clouds
— Some HPC/HTC workloads can be moved over to clouds and should be
Increasing sophistication of Cloud software stack

— Virtualization, containerization, runanything”ization”

— “Wolfram NL programming applied to virtualization” like concepts
Internal “core” of clouds becoming more HPC like

— Integration of fabrics, resource management etc.

— But much more managed

Economics dramatically improving and sophisticated (see AWS TCO
app, freemium business models)

Big Data integration will be slower than expected due to imaturing
tools, business models and data movement charging models

Major players still evolving rapidly in the ecosystem (Amazon,
Microsoft, Google, China, etc.)

Will have a big impact on server supplier business models



HPC Through 2024

Two or three main directions
— SoCores+vectors, Big.little+vectors, CPU.GPU
— billion way concurrency
Road to Exascale
— possible in 2021, definite by 2024 (S200M-$S300M)
Memory cost is a dominate S problem
Power is a challenge... raising to 30MW eases things a lot

Will be a rocky transition of applications
— MPI+{Threads+ {vectors, gpu}}
— But more dynamic program/execution models desired

New programming models that leverage advanced runtime support
(e.g. IPM, etc.) could enable new applications

Knowledge programming is what many domains want (Biology,
etc.) and while it needs HPC its much more than that see things like
our DOE KBase project



Motivation for New Structures
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Environmental Complexity
e.g. Input Combinatorics



