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 Main Aim
 

 
Sustained progress in computational hardware and software technologies, ranging from hybrid CPU/GPU
systems, multicore and distributed architectures, increased density, and virtualization, to relatively new
paradigms such as cloud computing, have brought the tools and techniques of High Performance Computing
(HPC) into broad acceptance in wide areas of research and industry. At the same time, the extremely fast pace
of the field introduces new challenges in technological, intellectual, and even political areas which must be
addressed to continue to enable wider acceptance, implementation, and ultimately societal impact of high
performance computing technologies, applications, and paradigms.
 
The main aim of this workshop is to present and debate advanced topics, open questions, current and future
developments, and challenging applications related to advanced high-performance distributed computing and
data systems, encompassing implementations ranging from traditional clusters to warehouse-scale data centers,
and with architectures including hybrid, multicore, distributed, and cloud models.
 
Emerging computing paradigms and concepts such as “big data,” along with the drive toward exascale
computing, introduce new opportunities but also technical challenges in resilience and fault tolerance, fully
harnessing multi-core/many-core and hybrid systems, balancing I/O, and indeed the entire application
programming and runtime environment including middleware, tools, libraries, and applications. Simply scaling
today’s technologies to exascale is infeasible from the standpoint of power demand, thus there are engineering
challenges related to power efficiency that suggest the need to look beyond traditional silicon-based building
blocks to consider entirely new substrates such as quantum, biological, or carbon-nanotube designs.
 
Equally important are areas related to efficient use of hundreds of thousands (or millions) of processing units,
introducing challenges with respect to resource scheduling and workload management. Over the past several
decades schedulers have been designed in such a way to solely optimize packing of jobs as a means to improve
scheduling metrics. However, these mechanisms have not heretofore contemplated new optimization objectives
such as power management (e.g. scheduling based on power demands of algorithms in context of dynamic
energy costs).
 
The importance of Cloud Computing in HPC is emphasized. We are seeing more and more government funded
cloud testbeds and projects like DOE’s Magellan or the US government’s Cloud-First policy, the SARA
Research Cloud, the Japanese Kasumigaseki Cloud, and many EU funded Cloud projects. Commercial cloud
service providers like Amazon Web Services, Bull extreme factory, Fujitsu TC Cloud, Gompute, Microsoft
Azure, Nimbix, Nimbula, Penguin on Demand, UberCloud, and many more are now offering HPC-focused
infrastructure, platform, and application services. However, careful application benchmarking of different cloud
infrastructures still have to be performed to find out which HPC cloud architecture is best suited for a specific
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Outline
Goals: 

drive algorithms towards their performance limits 
(scalability is necessary but not sufficient) 
sustainable software: reproducibility & flexibility 
coupled multi physics 

Three software packages: 
1. Many body problems: rigid body dynamics  

2.8 × 1010 non-spherical particles 
2. Kinetic methods: Lattice Boltzmann - fluid flow  

>1012 cells, adaptive, load balancing 
3. Continuum methods: Finite element - multigrid  

fully implicit solves with >1013  DoF 
Real life applications

2
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The work horses
JUQUEEN SuperMUC

Blue Gene/Q architecture 
458,752 PowerPC A2 
cores 
16 cores (1.6 GHz) per 
node 
16 GiB RAM per node 
5D torus interconnect 
5.8 PFlops Peak 
TOP 500: #13

Intel Xeon architecture 
147,456 cores 
16 cores (2.7 GHz) per 
node 
32 GiB RAM per node 
Pruned tree interconnect 
3.2 PFlops Peak 
TOP 500: #27
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Building block I: 

The Lagrangian View: 

Granular media 
simulations 
  
with the physics engine 

4

1 250 000 spherical particles 
256 processors 
300 300 time steps 
runtime: 48 h (including data output) 
texture mapping, ray tracing

Pöschel, T., & Schwager, T. (2005). Computational granular dynamics: models and algorithms. 
Springer Science & Business Media.



Discretization Underlying the Time-Stepping

Non-penetration conditions Coulomb friction conditions
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Nonlinear Complementarity 
and Time Stepping

5

Moreau, J., Panagiotopoulos P. (1988): Nonsmooth mechanics and applications, vol 302. Springer, Wien-New York 

Popa, C., Preclik, T., & UR (2014). Regularized solution of LCP problems with application to rigid body dynamics. Numerical 
Algorithms, 1-12. 

Preclik, T. & UR (2015). Ultrascale simulations of non-smooth granular dynamics; Computational Particle Mechanics, DOI: 
10.1007/s40571-015-0047-6
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Dense granular channel flow with crystallization



7.1 Scalability of Granular Gases

25
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(a) Time-step profile of the granular gas exe-

cuted with 5×2×2 = 20 processes on a single

node.

16.0%

5.9
%

22

.7%
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.7%

30.6%

16.5%
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3%

(b) Time-step profile of the granular gas exe-

cuted with 8 × 8 × 5 = 320 processes on 16

nodes.

Figure 7.3: The time-step profiles for two weak-scaling executions of the granular gas on
the Emmy cluster with 253 particles per process.

domain decompositions. The scaling experiment for the one-dimensional domain decom-
positions (20×1×1, . . . , 10 240×1×1) performs best and achieves on 512 nodes a parallel
e�ciency of 98.3% with respect to the single node performance. The time measurements
for two-dimensional domain decompositions (5 × 4 × 1, 8 × 5 × 1, . . . 128 × 80 × 1) are
consistently slower, but the parallel e�ciency does not drop below 89.7%. The time mea-
surements for three-dimensional domain decompositions (5×2×2, 5×4×2, . . . , 32×20×16)
come in last, and the parallel e�ciency goes down to 76.1% for 512 nodes. Again this
behaviour can be explained due to the di↵erences in the communication volumes of one-,
two- and three-dimensional domain decompositions. The largest weak scaling setups in
this experiment contained 1.6 ⋅ 108 non-spherical particles.

Fig. 7.3 breaks down the wall clock time of various time step components in two-level pie
charts. The times are averaged over all time steps and processes. The dark blue section
corresponds to the fraction of the time in a time step used for detecting and filtering
contacts. The orange section corresponds to the time used for initializing the velocity
accumulators. The time to relax the contacts is indicated by the yellow time slice, it
includes the contact sweeps for all 10 iterations without the velocity synchronization. The
time used by all velocity synchronizations is shown in the green section, which includes
the synchronizations for each iteration and the synchronization after the initialization of
the velocity accumulators. The time slice is split up on the second level in the time used
for assembling, exchanging, and processing the velocity correction message (dark green

145
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Scaling Results
Solver algorithmically not optimal for dense systems, hence cannot scale 
unconditionally, but is highly efficient in many cases of practical importance 
Strong and weak scaling results for a constant number of iterations performed 
on SuperMUC and Juqueen 
Largest ensembles computed 

2.8 × 1010 non-spherical particles 
1.1 × 1010 contacts 

granular gas: scaling results

7

18 Tobias Preclik, Ulrich Rüde

(a) Weak-scaling graph on the Emmy cluster.
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(b) Weak-scaling graph on the Juqueen supercomputer.

(c) Weak-scaling graph on the SuperMUC supercomputer.

Fig. 5: Inter-node weak-scaling graphs for a granular
gas on all test machines.

The reason why the measured times in the first
series became shorter for 4 096 nodes and more is re-
vealed when considering how the processes get mapped
to the hardware. The default mapping on Juqueen is
ABCDET, where the letters A to E stand for the five
dimensions of the torus network, and T stands for the
hardware thread within each node. The six-dimensional
coordinates are then mapped to the MPI ranks in a
row-major order, that is, the last dimension increases

fastest. The T coordinate is limited by the number of
processes per node, which was 64 for the above measure-
ments. Upon creation of a three-dimensional communi-
cator, the three dimensions of the domain partition-
ing are mapped also in row-major order. This e↵ects, if
the number of processes in z-dimension is less than the
number of processes per node, that a two-dimensional
or even three-dimensional section of the domain parti-
tioning is mapped to a single node. However, if the num-
ber of processes in z-dimension is larger or equal to the
number of processes per node, only a one-dimensional
section of the domain partitioning is mapped to a single
node. A one-dimensional section of the domain parti-
tioning performs considerably less intra-node communi-
cation than a two- or three-dimensional section of the
domain partitioning. This matches exactly the situa-
tion for 2 048 and 4 096 nodes. For 2 048 nodes, a two-
dimensional section 1⇥2⇥32 of the domain partitioning
64⇥64⇥32 is mapped to each node, and for 4 096 nodes
a one-dimensional section 1⇥1⇥64 of the domain par-
titioning 64⇥ 64⇥ 64 is mapped to each node. To sub-
stantiate this claim, we confirmed that the performance
jump occurs when the last dimension of the domain par-
titioning reaches the number of processes per node, also
when using 16 and 32 processes per node.

Fig. 5c presents the weak-scaling results on the Su-
perMUC supercomputer. The setup di↵ers from the
granular gas scenario presented in Sect. 7.2.1 in that it
is more dilute. The distance between the centers of two
granular particles along each spatial dimension is 2 cm,
amounting to a solid volume fraction of 3.8% and conse-
quently to less collisions. As on the Juqueen supercom-
puter only three-dimensional domain partitionings were
used. All runs on up to 512 nodes were running within a
single island. The run on 1 024 nodes also used the min-
imum number of 2 islands. The run on 4 096 nodes used
nodes from 9 islands, and the run on 8 192 nodes used
nodes from 17 islands, that is both runs used one island
more than required. The graph shows that most of the
performance is lost in runs on up to 512 nodes. In these
runs only the non-blocking intra-island communication
is utilised. Thus this part of the setup is very similar
to the Emmy cluster since it also has dual-socket nodes
with Intel Xeon E5 processors and a non-blocking tree
Infiniband network. Nevertheless, the intra-island scal-
ing results are distinctly worse. The reasons for these
di↵erences were not yet further investigated. However,
the scaling behaviour beyond a single island is decent
featuring a parallel e�ciency of 73.8% with respect to
a single island. A possible explanation of the under-
performing intra-node scaling behaviour could be that
some of the Infiniband links were degraded to QDR,
which was a known problem at the time the extreme-

Breakup up of compute times on 
Erlangen RRZE Cluster Emmy
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Building Block III: 

Scalable Flow Simulations 
with the     
Lattice Boltzmann Method

8Extreme Scale LBM Methods             -            Ulrich Rüde

Succi, S. (2001). The lattice Boltzmann equation: for fluid dynamics and beyond. Oxford university press. 
Feichtinger, C., Donath, S., Köstler, H., Götz, J., & Rüde, U. (2011). WaLBerla: HPC software design for 
computational engineering simulations. Journal of Computational Science, 2(2), 105-112.
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Partitioning and Parallelization

9

static load balancing

allocation of block data (→ grids)

static block-level refinement 
(→ forest of octrees)

DISK

DISK

separation of domain partitioning 
from simulation (optional)

compact (KiB/MiB) 
binary 
MPI IO
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Parallel AMR load balancing

10

forest of octrees: 
octrees are not explicitly stored, 

but implicitly defined via block IDs

2:1 balanced grid 
(used for the LBM)

distributed graph: 
nodes = blocks 

edges explicitly stored as 
< block ID, process rank > pairs

different views on 
domain partitioning
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AMR and Load Balancing with waLBerla

11Extreme Scale LBM Methods             -            Ulrich Rüde

Isaac, T., Burstedde, C., Wilcox, L. C., & Ghattas, O. (2015). Recursive algorithms for 
distributed forests of octrees. SIAM Journal on Scientific Computing, 37(5), C497-C531. 

Meyerhenke, H., Monien, B., & Sauerwald, T. (2009). A new diffusion-based multilevel 
algorithm for computing graph partitions. Journal of Parallel and Distributed Computing, 69(9), 
750-761. 

Schornbaum, F., & Rüde, U. (2016). Massively Parallel Algorithms for the Lattice Boltzmann 
Method on NonUniform Grids. SIAM Journal on Scientific Computing, 38(2), C96-C126.
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• Benchmark Environments: 
• JUQUEEN (5.0 PFLOP/s) 

• Blue Gene/Q, 459K cores, 1 GB/core 
• compiler: IBM XL / IBM MPI 

• SuperMUC (2.9 PFLOP/s) 
• Intel Xeon, 147K cores, 2 GB/core 
• compiler: Intel XE / IBM MPI 

 

• Benchmark (LBM D3Q19 TRT): 
avg. blocks/process   (max. blocks/proc.) 

level initially after refresh after load balance 

0 0.383 (1) 0.328 (1) 0.328 (1) 

1 0.656 (1) 0.875 (9) 0.875 (1) 

2 1.313 (2) 3.063 (11) 3.063 (4) 

3 3.500 (4) 3.500 (16) 3.500 (4) 

LBM AMR - Performance 

33 Peta-Scale Simulations with the HPC Framework waLBerla: Massively Parallel AMR for the LBM 
Florian Schornbaum  -  FAU Erlangen-Nürnberg  -  April 15, 2016 
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• Benchmark Environments: 
• JUQUEEN (5.0 PFLOP/s) 

• Blue Gene/Q, 459K cores, 1 GB/core 
• compiler: IBM XL / IBM MPI 

• SuperMUC (2.9 PFLOP/s) 
• Intel Xeon, 147K cores, 2 GB/core 
• compiler: Intel XE / IBM MPI 

 

• Benchmark (LBM D3Q19 TRT): 

refine coarsen 

LBM AMR - Performance 

30 Peta-Scale Simulations with the HPC Framework waLBerla: Massively Parallel AMR for the LBM 
Florian Schornbaum  -  FAU Erlangen-Nürnberg  -  April 15, 2016 

• Benchmark Environments: 
• JUQUEEN (5.0 PFLOP/s) 

• Blue Gene/Q, 459K cores, 1 GB/core 
• compiler: IBM XL / IBM MPI 

• SuperMUC (2.9 PFLOP/s) 
• Intel Xeon, 147K cores, 2 GB/core 
• compiler: Intel XE / IBM MPI 

 

• Benchmark (LBM D3Q19 TRT): 

LBM AMR - Performance 

32 

during this refresh process … 
 

… all cells on the finest level are coarsened and 
the same amount of fine cells is created by splitting coarser cells 

→ 72 % of all cells change their size 

Peta-Scale Simulations with the HPC Framework waLBerla: Massively Parallel AMR for the LBM 
Florian Schornbaum  -  FAU Erlangen-Nürnberg  -  April 15, 2016 
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37 

• JUQUEEN – space filling curve: Morton 
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hybrid MPI+OpenMP version with SMP 
1 process ⇔ 2 cores ⇔ 8 threads 

LBM AMR - Performance 

Peta-Scale Simulations with the HPC Framework waLBerla: Massively Parallel AMR for the LBM 
Florian Schornbaum  -  FAU Erlangen-Nürnberg  -  April 15, 2016 
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38 

• JUQUEEN – diffusion load balancing 
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LBM AMR - Performance 

Peta-Scale Simulations with the HPC Framework waLBerla: Massively Parallel AMR for the LBM 
Florian Schornbaum  -  FAU Erlangen-Nürnberg  -  April 15, 2016 
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Performance on 
Coronary Arteries 
Geometry

Extreme Scale LBM Methods             -            Ulrich Rüde

Godenschwager, C., Schornbaum, F., Bauer, 
M., Köstler, H., & UR (2013). A framework for 
hybrid parallel flow simulations with a trillion 
cells in complex geometries. In Proceedings of 
SC13: International Conference for High 
Performance Computing, Networking, Storage 
and Analysis (p. 35). ACM.

Weak scaling  
458,752 cores of JUQUEEN 
over a trillion (1012)  fluid lattice cells  

cell sizes 1.27µm  
diameter of red blood cells: 7µm  
2.1 1012 cell updates per second 
0.41 PFlops 

Strong scaling 
32,768 cores of SuperMUC 

cell sizes of 0.1 mm 
2.1 million fluid cells 
6000+ time steps per second

Color coded proc assignment
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Single Node Performance

Extreme Scale LBM             -            Ulrich Rüde

SuperMUCJUQUEEN

vectorized

optimized

standard

Pohl, T., Deserno, F., Thürey, N., UR, Lammers, P., Wellein, G., & Zeiser, T. (2004). Performance evaluation of parallel large-
scale lattice Boltzmann applications on three supercomputing architectures. Proceedings of the 2004 ACM/IEEE conference 
on Supercomputing (p. 21). IEEE Computer Society. 

Donath, S., Iglberger, K., Wellein, G., Zeiser, T., Nitsure, A., & UR (2008). Performance comparison of different parallel lattice 
Boltzmann implementations on multi-core multi-socket systems. International Journal of Computational Science and 
Engineering, 4(1), 3-11.
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Flow through structure of thin crystals (filter)

18

work with Jose Pedro Galache and Antonio Gil 
CMT-Motores Termicos, Universitat Politecnica de Valencia
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LBM on the way to ExaScale     —     Ulrich Rüde 19

Direct numerical simulation of 
charged particles in flow
Masilamani, K., Ganguly, S., Feichtinger, C., & UR  (2011). Hybrid lattice-boltzmann and finite-difference simulation of 
electroosmotic flow in a microchannel. Fluid Dynamics Research, 43(2), 025501. 

Bartuschat, D., Ritter, D., & UR (2012). Parallel multigrid for electrokinetic simulation in particle-fluid flows. In High 
Performance Computing and Simulation (HPCS), 2012 International Conference on (pp. 374-380). IEEE. 

Bartuschat, D. & UR (2015). Parallel Multiphysics Simulations of Charged Particles in Microfluidic Flows, Journal of 
Computational Science, Volume 8, May 2015, Pages 1-19

Positive and negatively charged particles in flow 
subjected to transversal electric field

Building Block IV (electrostatics)



hydrodynam. 
force

object 
motion

Lubrication
correction

electrostat. 
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velocity BCs

object 
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LBM

correction 
force

charge 
distribution

Newtonian mechanics
collision response

treat BCs
stream-collide step

Finite 
volumes
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6-way coupling

20
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Separation experiment 

21

Parallel Multiphysics Simulations of Charged Particles in Microfluidic Flows 17

The SuperMUC single-node performance reported for
the finite element MG solver in Gmeiner and Rüde
(2014) corresponds to 170 MLUPS. This performance is
measured for V(3,3)-cycles and CG coarsest grid solver
for a Poisson problem with Dirichlet BCs.

8.3 Weak Scaling

We perform weak scaling experiments for up to 2048
nodes on SuperMUC for 240 time steps. The problem
size is successively doubled in all dimensions, as shown
in Tab. 6. The number of CG iterations required to solve

Table 6 Number of required CG coarse grid iterations for
di↵erent problem sizes.

#n. size #iter. #n. size #iter.
1 2⇥ 2⇥ 4 6 64 8⇥ 8⇥ 16 26
2 2⇥ 2⇥ 8 10 128 8⇥ 8⇥ 32 52
4 4⇥ 2⇥ 8 12 256 16⇥ 8⇥ 32 54
8 4⇥ 4⇥ 8 12 512 16⇥ 16⇥ 32 54
16 4⇥ 4⇥ 16 24 1024 32⇥ 16⇥ 64 114
32 8⇥ 4⇥ 16 26 2048 32⇥ 32⇥ 64 116

the coarsest grid problem is depicted for di↵erent prob-
lem sizes. Doubling the domain in all three dimensions,
the number of CG iterations approximately doubles.
This corresponds to the expected behaviour that the
required number of iterations scales with the diameter
of the problem size Gmeiner et al. (2014) according to
the growth in the condition number Shewchuk (1994).
However, when doubling the problem size, CG iterations
sometimes stay constant or have to be increased. This
results from di↵erent shares of Neumann and Dirichlet
BCs on the boundary. Whenever the relative proportion
of Neumann BCs increases, convergence deteriorates and
more CG iterations are necessary.

The runtimes of all parts of the algorithm are shown
in Fig. 13 for di↵erent problem sizes, indicating their
shares on the total runtime. This diagram is based on the
maximal (for MG, LBM, pe) or average (others) runtimes
of the di↵erent sweeps among all processes. The upper
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Figure 13 Runtimes of charged particle algorithm sweeps
for 240 time steps on increasing number of nodes.

part of the diagram shows the cost of fluid-simulation

related sweeps, such as LBM, moving obstacle mapping
(Map), Hydrodynamic force computation (HydrF), and
lubrication correction (Lubr) sweep. In the middle, the
cost of the pe sweep is shown. Below, the cost of sweeps
related to the electric potential computation are dis-
played. These include MG, setting the RHS of Poisson’s
equation (SetRHS), communication of the electric po-
tential before the gradient computation (PtCm), and the
sweep computing the electrostatic force (ElectF).

For a more precise evaluation, the exact figures are
shown in Tab. 7 for one node and 2048 nodes. The total
runtime (Whl) is less than the sum of the individual
sweeps, since di↵erent sweeps are slow on di↵erent pro-
cesses. Sweeps whose runtimes depend on the problem

Table 7 Time of the whole algorithm and its sweeps for
240 time steps on a single and 2048 nodes.

Whl LBM MG pe PtCm Oth
#n. t[s] t[s] ([%]) t[s] ([%]) t[s] t[s] t[s]

1 294 143 (48) 88 (30) 2 3 61
2048 353 157 (41) 136 (35) 27 7 60

size—mainly due to increasing MPI communication—are
LBM, MG, pe, and PtCm. Overall, LBM and MG take
up more than 75% of the total time, w.r.t. the runtimes
of the individual sweeps.

The sweeps that scale perfectly—HydrF, LubrC,
Map, SetRHS, and ElectF—are summarized as ‘Oth‘.
For longer simulation times the particles attracted by the
bottom wall are no longer evenly distributed, possibly
causing load imbalances. However, they hardly a↵ect the
overall performance. For the simulation for the anima-
tion, the relative share of the lubrication correction is
below 0.1% and each other sweep of ‘Oth‘ is well below
4% of the total runtime.

Overall the coupled multiphysics algorithm achieves
83% parallel e�ciency on 2048 nodes. Since most time
is spent to execute LBM and MG, we will now turn to
analyse them in more detail. Fig. 14 displays the paral-
lel performance for di↵erent numbers of nodes. On 2048
nodes, MG executes 121,083 MLUPS, corresponding to
a parallel e�ciency of 64%. The LBM performs 95,372
MFLUPS, with 91% parallel e�ciency.
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Figure 14 Weak scaling performance of MG and LBM
sweep for 240 time steps.
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The SuperMUC single-node performance reported for
the finite element MG solver in Gmeiner and Rüde
(2014) corresponds to 170 MLUPS. This performance is
measured for V(3,3)-cycles and CG coarsest grid solver
for a Poisson problem with Dirichlet BCs.

8.3 Weak Scaling

We perform weak scaling experiments for up to 2048
nodes on SuperMUC for 240 time steps. The problem
size is successively doubled in all dimensions, as shown
in Tab. 6. The number of CG iterations required to solve

Table 6 Number of required CG coarse grid iterations for
di↵erent problem sizes.

#n. size #iter. #n. size #iter.
1 2⇥ 2⇥ 4 6 64 8⇥ 8⇥ 16 26
2 2⇥ 2⇥ 8 10 128 8⇥ 8⇥ 32 52
4 4⇥ 2⇥ 8 12 256 16⇥ 8⇥ 32 54
8 4⇥ 4⇥ 8 12 512 16⇥ 16⇥ 32 54
16 4⇥ 4⇥ 16 24 1024 32⇥ 16⇥ 64 114
32 8⇥ 4⇥ 16 26 2048 32⇥ 32⇥ 64 116

the coarsest grid problem is depicted for di↵erent prob-
lem sizes. Doubling the domain in all three dimensions,
the number of CG iterations approximately doubles.
This corresponds to the expected behaviour that the
required number of iterations scales with the diameter
of the problem size Gmeiner et al. (2014) according to
the growth in the condition number Shewchuk (1994).
However, when doubling the problem size, CG iterations
sometimes stay constant or have to be increased. This
results from di↵erent shares of Neumann and Dirichlet
BCs on the boundary. Whenever the relative proportion
of Neumann BCs increases, convergence deteriorates and
more CG iterations are necessary.

The runtimes of all parts of the algorithm are shown
in Fig. 13 for di↵erent problem sizes, indicating their
shares on the total runtime. This diagram is based on the
maximal (for MG, LBM, pe) or average (others) runtimes
of the di↵erent sweeps among all processes. The upper
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Figure 13 Runtimes of charged particle algorithm sweeps
for 240 time steps on increasing number of nodes.

part of the diagram shows the cost of fluid-simulation

related sweeps, such as LBM, moving obstacle mapping
(Map), Hydrodynamic force computation (HydrF), and
lubrication correction (Lubr) sweep. In the middle, the
cost of the pe sweep is shown. Below, the cost of sweeps
related to the electric potential computation are dis-
played. These include MG, setting the RHS of Poisson’s
equation (SetRHS), communication of the electric po-
tential before the gradient computation (PtCm), and the
sweep computing the electrostatic force (ElectF).

For a more precise evaluation, the exact figures are
shown in Tab. 7 for one node and 2048 nodes. The total
runtime (Whl) is less than the sum of the individual
sweeps, since di↵erent sweeps are slow on di↵erent pro-
cesses. Sweeps whose runtimes depend on the problem

Table 7 Time of the whole algorithm and its sweeps for
240 time steps on a single and 2048 nodes.

Whl LBM MG pe PtCm Oth
#n. t[s] t[s] ([%]) t[s] ([%]) t[s] t[s] t[s]

1 294 143 (48) 88 (30) 2 3 61
2048 353 157 (41) 136 (35) 27 7 60

size—mainly due to increasing MPI communication—are
LBM, MG, pe, and PtCm. Overall, LBM and MG take
up more than 75% of the total time, w.r.t. the runtimes
of the individual sweeps.

The sweeps that scale perfectly—HydrF, LubrC,
Map, SetRHS, and ElectF—are summarized as ‘Oth‘.
For longer simulation times the particles attracted by the
bottom wall are no longer evenly distributed, possibly
causing load imbalances. However, they hardly a↵ect the
overall performance. For the simulation for the anima-
tion, the relative share of the lubrication correction is
below 0.1% and each other sweep of ‘Oth‘ is well below
4% of the total runtime.

Overall the coupled multiphysics algorithm achieves
83% parallel e�ciency on 2048 nodes. Since most time
is spent to execute LBM and MG, we will now turn to
analyse them in more detail. Fig. 14 displays the paral-
lel performance for di↵erent numbers of nodes. On 2048
nodes, MG executes 121,083 MLUPS, corresponding to
a parallel e�ciency of 64%. The LBM performs 95,372
MFLUPS, with 91% parallel e�ciency.
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Figure 14 Weak scaling performance of MG and LBM
sweep for 240 time steps.

240 time steps 
fully 6-way coupled simulation 
400 sec on SuperMuc 
weak scaling up to 32 768 cores 
7.1 Mio particles
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Volume of Fluids Method 
for Free Surface Flows

22

joint work with Regina Ammer, Simon Bogner, Martin Bauer, Daniela Anderl, Nils Thürey, Stefan Donath, 
Thomas Pohl, C Körner, A. Delgado

Körner, C., Thies, M., Hofmann, T., Thürey, N., & UR. (2005). Lattice Boltzmann model for free surface flow for modeling 
foaming. Journal of Statistical Physics, 121(1-2), 179-196. 
Donath, S., Feichtinger, C., Pohl, T., Götz, J., & UR. (2010). A Parallel Free Surface Lattice Boltzmann Method for Large-
Scale Applications. Parallel Computational Fluid Dynamics: Recent Advances and Future Directions, 318. 
Anderl, D., Bauer, M., Rauh, C., UR, & Delgado, A. (2014). Numerical simulation of adsorption and bubble interaction in 
protein foams using a lattice Boltzmann method. Food & function, 5(4), 755-763.

Building Block V
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Free Surface Flows
Volume-of-Fluids like approach 
Flag field: Compute only in fluid 

Special “free surface” conditions in interface cells 
Reconstruction of curvature for surface tension 
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Free Surface Bubble Model
Data of a Bubble: 

Initial Volume (Density=1) 
Current Volume 
Density/Pressure = initial volume / current volume 

Update Management 
Each process logs change of volume due to cell conversions (Interface – Gas / Gas – 
Interface) and mass variations in Interface cells 
All volume changes are added to the volume of the bubble at the end of the timestep 
(which also has to be communicated)
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Simulation for hygiene products (for Procter&Gamble)

capillary pressure 
inclination 

surface tension 
contact angle

25
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Additive Manufacturing 
Fast Electron Beam Melting

26

Bikas, H., Stavropoulos, P., & Chryssolouris, G. (2015). Additive manufacturing methods and modelling approaches: a critical 
review. The International Journal of Advanced Manufacturing Technology, 1-17. 

Klassen, A., Scharowsky, T., & Körner, C. (2014). Evaporation model for beam based additive manufacturing using free 
surface lattice Boltzmann methods. Journal of Physics D: Applied Physics, 47(27), 275303.
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Electron Beam Melting Process  
3D printing

EU-Project Fast-
EBM 

ARCAM 
(Gothenburg) 
TWI (Cambridge) 
FAU Erlangen 

Generation of 
powder bed 
Energy transfer by 
electron beam 

penetration depth 
heat transfer 

Flow dynamics 
melting 
melt flow 
surface tension 
wetting 
capillary forces 
contact angles 
solidification

27

Ammer, R., Markl, M., Ljungblad, U., Körner, C., & UR (2014). 
Simulating fast electron beam melting with a parallel thermal free 
surface lattice Boltzmann method. Computers & Mathematics with 
Applications, 67(2), 318-330. 

Ammer, R., UR, Markl, M., Jüchter V., & Körner, C. (2014). 
Validation experiments for LBM simulations of electron beam 
melting. International Journal of Modern Physics C.
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Simulation of Electron Beam Melting 

28

Simulating powder bed generation 
using the PE framework

High speed camera shows 
melting step for manufacturing a 

hollow cylinder

WaLBerla Simulation
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Conclusions

29
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CSE research is done by teams
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Thank you for your attention!
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Videos, preprints, slides at 
https://www10.informatik.uni-erlangen.de


