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z{% The strength of
communities

e Web 2.0 services provide framewaorks for communities to
put together contents

e \olunteer computing (VC) is a community activity to
provide desktop resources for typically scientific
communities -> Desktop Grids (DGs)

e Qur goal is to bring together the two communities:

— Web 2.0 communities can help scientific projects to advertise
their projects and attract volunteer donors

— Web 2.0 communities can extend the scope of their applications
by using VC technology provided for science

— Web 2.0 service providers can increase their services without
further resource investment
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i:% Goals of the EDGI and
Web2Grid projects

e To support both scientific and Web 2.0
communities by desktop grids

e EDGI: enables scientific communities to
extend the existing service grids (SGS)
with DG resources

e Web2Grid enables Web 2.0 communities
to create large computing infrastructure as
community effort
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b Possible options to extend the

Infrastructure for communities
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1{? Extending the grid infrastructure
o for scientific communities

@ @ Scientific
Community
Users

Provides reliable

Faster,
more donors from
reliable but dedicated cloud

resources

more
expensive
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1{? Extending the grid infrastructure
. for scientific communities

@ @ Scientific
Community
Users

Provides reliable
donors from
dedicated cloud
resources
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{?% Steps of the technical

EDGI .
solution
The starting state

DG
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Security Issues

e SG -> DG direction
— In DG projects

« Applications are trusted
DG server is trusted
e Clients are not trusted

— Therefore any SG application that is intended to run
in a DG should be validated to make it trusted
— Therefore EDGI provides:
» Application validation service

« Application repository (AR) where trusted applications are
stored

« EDGI bridge transfers only those applications to DGs that are
stored in the AR
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Step 1: Providing
application repository

EDGI AR Administrator [active, validator, admin]
Home Applications Implementations Validation Users Groups Platforms
Log out

o | e metadata templates

describe applications and
(o T [ I e [ e Cr1be applicatic
Attributes T — their implementations to

Name Value Actions

¥ inputs Add Su pport
¥ port0oo1 Remove
description Protein molecule files packaged into a single archive Edit b O Se a d Sea C h
logical filename inputs.zip Edit r W n r
w portdoo2 Remove .
description AutoDock docking parameter file Edit 0 p e ra.tl 0 n S
logical filename docking.dpf Edit
¥ outputs Add - - -
~ porto00 Remove e access without registration
description AutoDock docking log file Edit
logical filename log.dig Edit fo al I Se S to b O Se a d
* configurations Add r u r r W n
¥ confooo1 Add Remove h h :
porto0ol1 example_inputs_1.zip Edit Remove Se arC t e re p OS |t0 ry
port0oo2 example_docking_1.dpf Edit Remove
porto003 example_docking_log_1.dlg Edit Remove
e APl to enable repo access
keywords autodock, docking, protein, receptor, ligand Edit

for modified CEs
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Step 2: Submit job from
gLite to DG project
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Bridge
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submit
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Generic Grid-Grid (3G) Bridge to
Integrate SGs and DGs

3G Bridge
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Step 3: Submit job from

ARC to DG project

load
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l{% Step 4: Support for Data-
h intensive applications

upload
Attic FS
submit
down- 3GBridge e
’Ol!"d User| o Bndge e o
ject \ \
\ D\Q client
attic

submlt

Volunteer/
Institutional
Resources
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Usage of Attic P2P File
System in EDGI

VO
Data p Attic

R \

A
Logical Attic URL
Filename v Data
v
URL .
Boinc
Client

URL »
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Step 5: QoS Support by
Clouds
upload OpenNebula/

Ul | Amazon
Attic FS DG client
submit
attic
down- 3GBridge / ' :
DG

AN

load User Brtdge cloud

attic Pro- :
ject \
\ D\Q client

attic
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Cloud Interface

Scheduler <
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Plugin Plugin |
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3G Bridge Extension for supporting
Clouds

Job is submitted from MCE to 3G
Bridge.

3G Bridge submits the job to a BOINC
DG using the BOINC Plugin

The Scheduler keeps track of the
number of jobs in the BOINC queue
(Queue 1) and of the number of the
running Cloud Resources (workers).
If the BOINC DG is overloaded, the
Scheduler starts new workers by
submitting a job to the queue of the
Cloud Plugin (Queue 2).

Each job in Queue 2 launches a new
BOINC Worker in the Cloud.

If the cluster is underutilized, the
Scheduler stops some workers (cloud

a”/’ll \ resources) by sending cancel jobs into
‘i3 Queue 2.
Cloud
Resource 1
(BOINC
Cloud Worker) Legend
Resource 2 e .
dEh e i:oommand -—
Worker) — 5
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Step 6: Monitoring

upload ‘

ul |
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{= Desktop Grid Monitoring Page - Windows Internet Explorer = 5] x|
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DGl EDGI business model

@ SC Users can ask QoS support
(cloud resources) if they have

collected credits

Institutes of SC users EDGI provides
can donate DG reliable donors
resources and can from dedicated
collect credits (by cloud resources
BOINC mechanism) = After EDGI, IDGF

Students and public members or cloud

-
can support Donors providers can
universities by provide cloud

offering their credits resources
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EDGI business model

; Universities can create local

DGs (e.g. Univ. of Westminster,
Univ. of Portsmouth, Univ. of
Szeged, etc.)

University level DG could be
connected to the EDGI DG and

collect credit for the univ.
DG
T aesearchers
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Building comm.

Collect resources
xisting'community appll]

Xisting community applZ7

Applications
Watermark appl.

Media appl. Il Services for comm.

New community appls

WEBZ2GRID
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Business Grids

! Micropayment

Security
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Facebook interface for
- watermarking photos

S DocMarawes? on Facdboor MR e

Eile Edit Wiew History Bookmarks Tools Help % % —

ﬁ [ E http:/Vapps.facebook.com/docmark/fref=bookmarks & count=0

Sk

}

—4 1
ED

¢

= EGI-INSPIRE = E3l DocMark4WEE2 on Facebook = =+ = ;

facebook Search

-

myphotos machine

'¢:'“ Select @ Queue I-":f_ Finished job w Photos

The following photos were uploaded to be watermarked:

m

» To prevent the illegal use of unprotected photos

The selected photos have t«
procedure depands on the sis

s ven ey e oo |Js@ OF steganographic methods, embedding
hidden watermarks into the photos

* Protected images can be found by a search-bot

 Cryptography (timestamp and digital signature) is
used to show the ownership rights
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Architecture of Web2Grid system

Web 2.0 application
interfaces

Web 2.0
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EDGH watermarking photos
Job 1 Grid
applications
Job 2 Watermark Workflow ¢~
It P Media Workflow
B
1 Job 3=
I
X S
v Digital signature
3G Bridge D R
I'4 Client « .
\ PR
Desktop Client 47 .
Grid /0 e
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(Abaqoos)

*
*
“

R
.

“Credit”

/

*
*
. *
. *
* *
\d “
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et Possible business models

e Service provider provides the whole framework

e Supplier model:

— Service provider invites trusted individuals to connect
clients

— Pays for the collected credits

e Volunteer model:
— Web 2.0 community members provide the clients
— They collect credits

— Credits are transferred to real money and offered to
charity organizations
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{> International

Foel Desktop Grid Federation (IDGF)

» Support those NGIs that want to extend their
VO with volunteer or local DGs

» Support those universities, institutes, companies
who want to set up local DG

» Run dissemination campaign to attract more
volunteers to donate their computer resources

» Federation is open for organisations and

iIndividuals in research and industry. Current
members:

» >100 individuals
» > 30 organizations (including companies)
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EDGH Summary

e \Volunteer DG resources can be provided
for scientific and Web 2.0 communities as
an inexpensive alternative to cloud
resources

e EDGI and Web2Grid projects have
developed the required technical solutions

e They also show possible business models

e Future task: to implement the business
models
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EDEGI

{> Thank you for your attention ...

Any
guestions?

For more information please visit the EDGeS
and EDGI Websites:

http://www.edges-grid.eu/

http://edqgi-project.eu
and/or send e-mail to me:

kacsuk@sztaki.hu
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