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Outline 

• Overview of RENKEI Project
• the Next Generation Supercomputer Project

(K Computer) 
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Restructuring Univ. IT Research Resources
Extensive On-Line Publications of Results

Deployment of NAREGI Middleware 

Virtual Labs
Live Collaborations

Cyber-Science Infrastructure for R & D

UPKI: National Research PKI Infrastructure

Cyber-Science Infrastructure （CSI)

● ★

★

★
★★

★

★

☆

SINET4a nd Beyond: Lambda-
based Academic Networking 
Backbone

Hokkaido-U

Tohoku-U

Tokyo-U
ＮＩＩ

Nagoya-U

Kyoto-U

Osaka-U

Kyushu-U

（Titech, Waseda-U, KEK, etc.)

NAREGI
Outputs

GeNii (Global Environment for
Networked Intellectual Information)

NII-REO (Repository of Electronic
Journals and Online Publications



SINET4: Japanese Academic Optical Backbone Network
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Hierarchical Computing Environment

National Supercomputer
Grid

(Tokyo,Kyoto,Nagoya…)

Domain-specific
Research Organizations

(IMS,KEK,NAOJ….)

Next Generation
Supercomputer System

Domain-specific
Research

Communities

Departmental
Computing Resources

Laboratory-level
PC Clusters

NAREGI
Grid Middleware

Interoperability
（GIN,EGEE,Teragrid etc.)

NLS

NIS

LLS



Deployment of NAREGI
Grid Middleware to 9 Supercomputer Centers  

(in progress)



RENKEI  Project:
Resource Collaboration Technologies 

for e-Science Communities
（FY2008-2011)
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Expansion Plan of NAREGI Grid

National Supercomputer
Grid

(Tokyo,Kyoto,Nagoya…)

Domain-specific
Research Organizations

(IMS, KEK, NAOJ….)

Petascale
Computing Environment

Domain-specific
Research

Communities

Departmental
Computing Resources

Laboratory-level
PC Clusters

NAREGI
Grid Middleware

Interoperability
（GIN,EGEE,Teragrid etc.)

NLS

NIS

LLS



Description of RENKEI Project
The “RENKEI Project” is a new R&D project, which started in 

September 2008 under the auspices of MEXT*. In this 
project, a new light-weight grid middleware and software 
tools will be developed in order to provide the connection 
between the NAREGI Grid environment and wider research 
communities. 

In particular, technology for the flexible and seamless 
access between the national computing center level and the 
departmental/laboratory level resources, such as computers, 
storage and databases is highly emphasized. Also, this 
newly developed grid environment will be made 
interoperable with the major international grids.

*MEXT: the Ministry of Education, Culture, Sports, Science and Technology



computation/data intensive 
application users

the file sharing mechanism 
among laboratory resources, 
computer center resources and 
multiple grid middleware 
environments

the seamless job execution 
between laboratory resources 
and computer center 
resources

the federation among 
different types of databases
the management of user 
identity information

computer centers

the application interface for 
multiple grid middleware 
environments

Comput- intensive 
application users

DB
DB

the operation of the testbed
the collaboration with 
computing centers and end 
user communities for the 
experiments

Database users Application developers

laboratory

DB

DB

grid middleware

international
inter-operation

computer users

grid middleware 
(e.g. NAREGI)

Overview of RENKEI Project



Test-Bed
Infra-

Structure

Super-
computing
Centers

Organization

（１）Computation Linkage

Tamagawa U.
・H. Usami

Fujitsu
・
H.Kanazawa

（ 3)Database        
Linkage

AIST
・S.Sekiguchi

NII
・K.Aida

（２）Data Sharing

Osaka U.
・H.Matsuda

(4)API for Multigrid   
Environment

KEK
・T.Sasaki

（５）Evaluation & User   
Interface

TiTECH
・S.Matsuoka

Tsukuba U.
・O.Tatebe

Project Leader
NII: Ken Miura

NII
GOC

Feedback

Dev. Dev.

Dev. Dev.

Requirement

RENKEI POP

Feedback

Technical SupportResearch Collaboration
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A
pplication Scientists Layer



SAGA/JSAGA

System Concept

GridSAM

UK e-Sci. AHE
etc.

International
Light-weight

Grid Middleware

Current Project

LLS

NIS

SGE

LLS
Resources

ＰＳＥAHS Extended
ＷＦＴ

Application 
Developers’
Tools (ＫＥＫ)

EGEE/
gLite

WFT

Data 
sharing/
Database 
sharing

Clients ( End Users)
NAREGI Portal

NAREGI Others

Covered by:

OSG/
VDT

NAREGI
Resources

GridVMBES I/F

NAREGI SS/IS          
BES Clientglobus

condor

Schema
Translator

Storage

File
Server

Storage

File
Server

Storage

File
Server

Globally Distributed File System

Interoperation with
Other Grids
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pre 
process

post 
process

sim 1 sim. 3sim. 2

LAN

WAN

NAREGI
NAREGI

post 
process

sim 1

sim. 2

OtherGrids

OtherGrids
interoperation

application catalogue

End user

LAN
sim. 3 Application 

developers

deploy, 
register

deploy, 
register

virtual distributed file system (Gfarm2)virtual distributed file system (Gfarm2)

Laboratory B

Laboratory A

Workflow

import
computer 
centerspre 

process

Seamless Connection between NIS and LLS

NIS: National Infrastructure System,    LLS: Laboratory Level System 



NAREGI-VO 1(Computer Center)

pre 
process

post 
process

Sim. 1 sim. 3sim. 2 GridVM

GridVM

MyProxy,
VOMS,UMS IS NAREGI-

Portal

sim. 2

sim. 3

Workflow

Job Description Language
RSL
JSDL
WFML(NAREGI –WorkFlow  Markup Language
embedded with JSDL)

WFML

LLS Portal

WFT

AHS

GridSAM
(globus-PBS

SGE)

WSGram
(PBS/SGE)

pre 
process

post 
process

Sim. 1

Laboratory Resources

JSDL

RSL

Extended Workflow System



Case 1：Lattice Gas Method

LLS NIS

Gfarm2 File Server

⑤

① Initial Configuration for Data Input
② Generation of Initial Data
③Time-step Simulation of LGM
④Visualization in LLS
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① ② ③ ④

LLS
(https,
myproxy,gfarm)



Case 2：OpenFOAM

LLS NIS(Tsubame2)

⑤
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③ ④

Gfarm2 File Server

LLS

(https,
myproxy,gfarm)

Mesh GeneatioWF Initialization WF

Domain Decomp.WF
Vis.prg
paraview

Two-phase flowprg(interFoam)

Domain Decomp
Unification WF

Vis. prg
paraview



Interoperation between Two Different Grid Middleware
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Objective
Mutual job execution between NAREGI and  gLite

FY2008
Scheduler

NAREGI (SS) → gLite (lcgCE) ，gLite (WMS) → WS-GRAM
Information Service

Collection of WS-GRAM Resources／usage Info,and Storing to IS

NodeNodeNodeNodeNodeNode

EGEE user NAREGI user

gLite-BDII NAREGI-ISGIN-BDII

lcgCElcgCE
PreWS-GRAM

gLite-UI

GridVM SchedulerGridVM Scheduler

WS
GRAM

WMSWMS
Condor-G

GT4-GAHP

NAREGI-SSNAREGI-SS
NAREGI-SC

Interop-SC

NAREGI
Portal

WN GridVM
Engine

GridVM
Engine

NodeNode
WN

jobjob

Info.



Interoperation Experiment

Heterogeneous Grid Environment
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NAREGI or other Grids、
resources

Resources

NIS

RENKEI Portal
RENKEI-WFT

RENKEI SS
GridVM Client

NAREGI
ressource

sGridVM

XSEDE
essources
HPCBP

HPCBP Client

FTP Server
（→ Gfarm？）

LLS
Resources

UNICORE
Resource

sHPCBP
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Interoperation between two different 
Grid Middleware

NodeNodeNodeNodeNodeNode

EGEE user NAREGI user

gLite-BDII NAREGI-ISGIN-BDII

lcgCElcgCE

PreWS-GRAM

gLite-UI

GridVM SchedulerGridVM Scheduler

WS
GRAM

WMSWMS

Condor-G
GT4-GAHP

NAREGI-SSNAREGI-SS
NAREGI-SC

Interop-SC

NAREGI
Portal

WN GridVM
Engine

GridVM
Engine

NodeNode

WN

jobjob

Info.



Interop Demo @ 5th IEEE eScience(2009) 
Application： Minem（Plasma Charge Minimization）

Minimization of Energy on the Surface  of Sphere
Pre- Post – Processing on the Local Resources /Main  computation  over 
the Grid

Realization of Job sunmission the  multiple Grids with HPCBP
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: HPCBP(BES, JSDL, etc.)
: FTP or GridFTPOxford e-Research Centre

Local REsources

Pre-processing：
Generation of  Inputs

（Perl）

MainCoputation：
• Data Staging
•Job Submission from  
BES Client to Grid（CUI）

Post-proessing１：
Selection of Best Results

（Perl）

Minem

Minem

UNICORE
(DEISA)

GridSAM
(UK-NGS/OMII-UK)

ARC
(NorduGrid)

Genesis II
(U of Virginia)

RENKEI
(NII)

Minem

Minem

Minem

Minem

Minem
Local Resources Grid Resources

Web Server

Image: Copyright OeRC

Internet

Post-proessing 2：
Uploading to
Web Server



Applications and Knowledge Sharing
with Applications Hosting Service (AHS)

International Research Community

Application
Developers

Application
Users

A Univ.

B Univ.

C Univ.

D Univ.

VO Management by Groups
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• Goal: Development of distributed file system technology spread 
over nation-wide with comparative performance of local 
fileserver

• Research Topics:
– Optimal automatic placement of file replicas based on Gfarm 2.0

Nation-wide Distributed File System

.
– Fault tolerance with file replicas

File Server 
1

File Server 
1

StorageStorage

ClientClient

File Server 
2

File Server 
2

StorageStorage

File Server
3

File Server
3

StorageStorage

Virtual Distributed File SystemVirtual Distributed File System

ClientClient

File
Replica

File
Replica

File 
Replica

ClientClient

File

Optimal Replica Placement



File Catalog Federation

Labo ALabo A Labo BLabo B

RNS File 
Catalog #1
RNS File 

Catalog #1

Labo CLabo C

Register File Location 
(EPR)

File Transfer

RNS File 
Catalog #2
RNS File 

Catalog #2

Heterogeneous Grid 
Environments
(e.g., LFC/SRM on gLite, 

SRB on TeraGrid)

Load Balancing by 
Federation

Computer Center X
Computer Center Y

Data Access

Data Access

Nation-wide Distributed File System 
(Tsukuba Univ.)

Migrate Catalog
Information 
(EPR)

Overview of Data-Sharing Project
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File Catalog Service
Goal: Development of interoperable file catalog service 
between heterogeneous Grid environments.

• Current file catalog systems (LFC (EGEE gLite), MCAT (SRB), 
etc.) do not have interoperability among each other.

• Development of standardized file catalog based on RNS 
(Resource Namespace Service) specifications (OGF).

EGEE gLite 
File Server

File Catalog System

SRB or 
iRODS File 
Server

Japan e-Science 
Distributed File 
System

Client
(1) Logical File Name

(3) File Access 
with GridFTP

(2) Physical File Location (EPR)



Database Federation

Large Sacale
Landslide Simulation

Land Altitude 
Model

(Satellite Data)

AMEDAS 
(Rainfall Data) Hazard MapGeological Data

ASTER

GEO
MET



KEK and Collaborating Organizations

gLite
• CERN
• Academia Sinica 

(Taiwan)
• Tohoku Univ.
• Tsukuba Univ.
• Nagoya Univ.
• Kobe Univ.
• Hiroshima Inst. Tech
• Etc.

NAREGI/RENKEI
• NII
• CC-IN2P3 (Lyon, France)
• NAOJ
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Interoperability
• GIN
• JSAGA



RNS iRODS gLite NARE
GI

PBSPro/tor
que LSF cloud globus

NA
RE
GI

gLite

SAGA File 
adaptors SAGA Job adaptors

Universal GRID Interface(UGI)

Service
Discovery

SAGA-C++

Universal GRID Interface

RENKEI-KEK

Goal:
•Hide the differences of underlying middleware from users
•Single commands set will work for everything

O
G

F  standards

RNS



RENKEI  PoP (Testbed)
Planned Sites (10Gbps connections)

- 8sites,200TB(raw)・100TB(stable,with Apps.) –
(Storage not included)

Tohoku U.
Material 
Science

Tohoku U.
Material 
Science

Nagoya U.
Solar-Earth

Environment

Nagoya U.
Solar-Earth

Environment

Osaka U.
Laser

Energy

Osaka U.
Laser

Energy

Osaka U.
Nuc. Phys
Osaka U.
Nuc. Phys

Osaka U.
HVEM

Osaka U.
HVEM

FY2008
FY2009

TiTECHTiTECH KEKKEK

AISTAIST

NIINII

Tsukuba U.Tsukuba U.



RENKEI  PoP (Testbed)
Planned Sites (10Gbps connections)

- 8sites,200TB(raw)・100TB(stable,with Apps.) –
(Storage not included)

Tohoku U.
Material 
Science

Tohoku U.
Material 
Science

Nagoya U.
Solar-Earth

Environment

Nagoya U.
Solar-Earth

Environment

Osaka U.
Laser

Energy

Osaka U.
Laser

Energy

Osaka U.
Nuc. Phys
Osaka U.
Nuc. Phys

Osaka U.
HVEM

Osaka U.
HVEM

FY2008
FY2009

TiTECHTiTECH KEKKEK

AISTAIST

NIINII

Tsukuba U.Tsukuba U.



LLS(NII）

Portal

WFT

AHS

GT4

LLS(Tamagawa Univ.）

Portal

WFT

AHS

GT4

NII(RENKEI-POP)

Portal

SS

IS-NAS

IS-CDAS

UMSGFSD

GridVM
TSUBAME

Tokyo Tech

HPCBP
pdg2022

NII

HPCBP
XSEDE

Virginia

GridVM

KEK

Teragrid

LSU

Applications
１．OpenFORM
２．Minem
３．Lattice GAS
４．Radiation Treatment

(GEANT4)

VO名：renkei

SAGA Client

KEK(RENKEI-POP)

Applications：
１,２,３,４

Applications：
１,２,３,４

Application：２

Application：４

HPCBP
UNICORE

Jülich

Application：４

FY2010-2011 Test Bed Environment
30

Application：２



The Next Generation Supercomputer Project

Total Budget:
about 115 billion Yen  ( 1.15 billion US dollars )

Period of Project:
FY2006 – FY2012

31
Courtesy of RIKEN



Goals of the Next Generation 
Supercomputer Project
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1. Development and installation of the most 

advanced high performance supercomputer system

2. Development and wide use of application software 
to utilize the supercomputer to the maximum extent

3. Provision of flexible computing environment by sharing
the next generation supercomputer through connection 
with other supercomputers located at universities and 
research institutes (HPCI)

4. Establishment of “Institute for Advanced 
Computational Science”

Courtesy of RIKEN





FY2008 FY2009 FY2010 FY2011

Computer
building

Research
building

FY2007FY2006 FY2012

Shared file 
system

Processing unit

Front-end unit
(total system 
software)

Next-Generation
Integrated 
Nanoscience
Simulation

Next-Generation
Integrated
Life Simulation VerificationVerificationDevelopment, production, and evaluationDevelopment, production, and evaluation

Tuning and improvementTuning and improvement

VerificationVerification

Production, installation, and adjustmentProduction, installation, and adjustment

Production, installation, 
and adjustment

Production, installation, 
and adjustment

ConstructionConstructionDesignDesign

ConstructionConstructionDesignDesign

Prototype and
evaluationDetailed designDetailed design

Conceptual
design

Detailed designDetailed designBasic
design
Basic
design

Development, production, and evaluationDevelopment, production, and evaluation

Production and evaluation

System
B

u
ildin

gs

Detailed designDetailed designBasic
design
Basic
design

Schedule of Project 

A
pplication

s

present











Major Applications of Next Generation Supercomputer

Targeted as 
grand challenges
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Summary

• NAREGI Grid MiddlewareV.1.1.5  is being deployed to the national
supercomputer centers as the important component of the Japanese
Cyber Science Infrastructure Framework.

• A new project (RENKEI) started in FY 2008 to provide seamless 
access between NAREGI and the 3rd Tier resources. 

• NI I is planned to provide the Networking  access and security 
infrastructure for the Next Generation Supercomputer System



Resources Linkage for e-Science

estBed

National Institute of Informatics (NII)
2-1-2 Hいtotsubashi, Chiyoda-ku, Tokyo 101-8430 Japan
URL:  http://www.e-sciren.org/index-e.html

hared Files

ulti-Grid API

omputation

ataBase

RENKEI
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