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Science Information Network (SINET4)
SINET4: Japanese Academic Optlcal Backbone Network

toreseald'.nemvorltssﬂasntermtzmﬂmu&aﬂmnmmpetohﬂhhtedmnmﬂmdmmm Information and
collaborations over networks.
SIMNET4 began operations in April 2011, and It replaces the previous SINET3. SIMET4 plays an Important role as the core compo-
nent of the Cyber Sclence Infrastructure{CSI).

Structural change from SINET3 to SINET4 | Wwesrimeresrss ] ] ] W] W0

Participating SINET Institutions
{as of April 1, 2011)

Mational niversities

Municipal universities

Private universities

Junior colleges

Technical colleges

Inter-Liniversity Institutes

Others
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SINETS Services [Cesifestien bymetwork lwyer and oS

»3>> Characteristics of SINET4 ' ] : T
(DHIgher network spoed The effecitive network & ; D LI
bandwidth has been increased and the rerouting e 8 g : i Larmiceda LIVEN
function has been improved by reconfiguring the B s ' e
t i . % bl o e e
natwork and adopting solutions including dark h o
fiber and WDM technology. This has made the 1 J & T
network even mare cost effective. L e - : : = ETLTT
(DProvision of diverse services  SINETA inherits all of | H ] : ] L 2 | Rimleaton tase! (5.

s)

A IS

SINET3's services, with services such as resource-

on-demand stengthened and expanded. : 4 S-S ) 5 | | L
(EHigher edge node stabllity  SINETA positions both j ; | § T
edge es and core nodes in data centers, 4 ) Multl-Batning LavN
improving the reliability of the network including 4 Lens
Cpe) e S,

its availability, maintainability, and security.

(@establishmeant of an emironment for high-speed
acrass Ines By undertaking shared procurenent
of access lines, a faster access system has been
created for member institutions other than thase
on site (SINET3 node universibes). In addition,
installment of nodes is scheduled to be completed
within FY2011 in all prefectures in Japan. @ BT (data centert

c o e (40Gbes or 10Ghps)
(Epper layar deployment  Installation of interfaces
and serviceproviding platorms to support the @ 1 EEEES (ata center)
upper [ayer is being considered. . T =0 (40Gbes, 10Ghps or 24Gbps)
o 1SIMET2 node universities
== :Access line (DF+DWM} {10-~40Ghps)

International network collaboration

*Some of the connections are io be established.
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Deployment of NAREGI
rid Middleware to 9 Supercomputer Centers
-~ (In progress)

*Information Initiative Center,
@ resource provider Hokkaido University

@ operation center

*Center for Grid Research and Development,
National Institute of Informatics

*Information Technology
Center, Nagoya University *Cyberscience Center,

Tohoku University

*Research Institute for Information
Technology, Kyushu University

*Center for Computational Sciences,
University of Tsukuba

*Information Technology Center, University of
Tokyo

*Global Scientific Information and Computing
Center, Tokyo Institute of Technology

+*Academic Center for Computing and
Media Studies, Kyoto University
*Cybermedia Center, Osaka Universi




R@ RENKEI Project:
Resource Collaboration Technologies

for e-Science Communities
(FY2008-2011)



Expansion Plan of NAREGI Grid
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RENES Description of RENKEI Project

The “RENKEI Project” is a new R&D project, which started Iin
September 2008 under the auspices of MEXT*. In this
project, a new light-weight grid middleware and software
tools will be developed in order to provide the connection
between the NAREGI Grid environment and wider research
communities.

In particular, technology for the flexible and seamless
access between the national computing center level and the
departmental/laboratory level resources, such as computers,
storage and databases is highly emphasized. Also, this
newly developed grid environment will be made
Interoperable with the major international grids.

*MEXT: the Ministry of Education, Culture, Sports, Science and Technology



Overview of RENKEI Project

Comput- intensive

T Database users Application developers
application users

A A A

v v v
the seamless job execution the federation among th lication interface f
between laboratory resources different types of databases € appiication Interface for

multiple grid middleware

and computer center the management of user R
resources identity information

international
tRter-operation

A,
grid middleware
(e.g. NAREGI)

computer.céan m
' P

gria middleware

-
- -
€ file sharing mechanism
among laboratory resources,
computer center resources and

multiple grid middleware
computer users environments

the operation of the testbed
the collaboration with
computing centers and end
user communities for the
experiments

computation/data intensive
application users
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Organization

Project Leader
NII: Ken Miura
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. Struct |
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Osaka U. co;iﬁ;ﬂg | Environment |
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Tsukuba U. * T.Sasaki I
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______________________ A
---------------------- Feedback
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Technical Support
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(5) Evaluation & User
Interface
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*S.Matsuoka



System Concept

REN%»

Vv

Clients ( End Users)

A

UK e-Sci. AHE
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International
Lightiweight
Grid Migddleware

_________________________

NAREGI Portal
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eamless Connection between NIS and LLS

End user Workflow
pre

prozess

| computer
/s ! centers .
== m.3
' I sim. -
Application
process I E‘Imm
""" ’ I I deploy >
icati ratory B ’
application catalogue | Lakoratory : register
\4 |
v v

virtual distributed file system (Gfarm2)

NIS: National Infrastructure System, LLS: Laboratory Level System



Extended Workflow System

NAREGI-VO 1(Computer Center)

T .
}‘% Workflow
Sim. 1] |Isim. 2] |sim. 3 : ‘;E::- . % o GridvM
M\\ —\__ lnfocess “Z21 P eridvm
____________________________ ) MyProxy, IS NAREGI-
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: -~ Job Description Language
RSL =~ (PBS/SGE) M%‘;{rf‘ < o
JSDL
Laboratory Resources WFML(NAREGI -WorkFlow Markup Language

embedded with JSDL)
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Case 1:Lattice Gas Method

LG - Workflow Editor [ VO=witahs, Group=/whtahs/erpl, Role=DefaultRole, |- |0 X]|
File Edit Yiew Window

O - - O
— Ihit Igidsim@ wisual
5
~J. T:i ’//’
@ @ C) @
\\_\ .

Gfarm2 File Server

LLS / : NIS T 1 ’ LLS
_ (https, | J

myproxy,gfarm)

@ Initial Configuration for Data Input
@ Generation of Initial Data

@ Time-step Simulation of LGM
@Visualization in LLS
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Interoperation between Two Different Grid Middleware
E

Objective
EMutual job execution between NAREGI and gLite

B FY2008
mScheduler
BNAREGI (SS) — gLite (IcgCE) , gLite ( WMS) — WS-GRAM
Hinformation Service
HCollection of WS-GRAM Resources.”usage Info,and Storing to IS

[ gLite-BDII ]4—{ GIN-BDII H NAREGI-IS]

‘ NAREGI ]
4 job Portal
Gl-SS
. FI\EGI-SC ] || |
] ™

[ gLite-Ul

[ Condor-G

GT4-‘GAHP [ In rop-SC

v NAREGI user

[ PreWS-GRAM
lcgCE

o

Node Node Node Node




Interoperation Experiment

‘R

B Heterogeneous Grid Environment R

5| minem : ; jflow Editor [ VO=es-ve2, Group=/es-vo2/grpl, Rq... LQI@IQ

Window

RENKEI Portal

\
\
1
Qo0 oko 0
----------------------- re : minem 1 post
o I
1 I
]
7
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LLS RENKEI SS ! O—Qmmem
Resources — HPCBP Client ‘\—r
yd

I |
| )
: .
1
| 1 x J
1
: /2\\ i \X,
| | NAREGI UNICORE XSEDE =
i ressource | .... Resource essources | | |
I
1
|
1

HPCBP | ||| HPCBP || | NAREGI or other Grids.

- @— £ resources
1

NIS

FTP Server
— (— Gfarm?)




Interoperation between two different
Grid Middleware

[ gLite-BDII H GIN-BDII H NAREGI-IS]
y

e NAREGI
[ gJHUEE! job Portal 1
I-SS
[ — o. | NAREGI-SC ” |
= C
GT4-GAHP Interop-SC ] i , /
EGEE user } NAREGI user

[ PreWS-GRAM } GRAM
lcgCE GridVM Scheduler
T i 1 1

GridvVM GridvM
- -

Node Node Node Node
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Interop Demo @ 5™ IEEE eScience(2009)

pplication: Minem (Plasma Charge Minimization)
B Minimization of Energy on the Surface of Sphere

B Pre- Post — Processing on the Local Resources /Main computation over
the Grid

u Reallzatlon of Job sunmission the multlple Grids with HPCBP

<> : HPCBP(BES, JSDL, etc.)
<> : FTP or GridFTP

Oxford e-Research Centre

| - Pre-processing:

M Generation of Inputs
¥
MainCoputation:
 Data Staging
*Job Submission from
BES Client to Grid(CUI) [

Minem Post-proessing1: h
Selection of Best Results
(Perl)

Web Server Post-proessing 2:
Uploading to

UNICORE ___
(DEISA)  Minem I

: Sz
GridSAM 2 &

(NorduGrid) ——
Minem I

Genesis Il —=
(U of Virginia)

Image: Copyright OeRC

RENKEI
(NII)

\ Web Server

Local Resources Grid Resources
Internet



Applications and Knowledge Sharing
with Applications Hosting Service (AHS)

(Virtual Organization)

VO Management by Groups

r I-
” OOO ST
’,
. \ AppIICatlon ;E;:; Appllcatlon
Developers & X s s Users

Frrre




Nation-wide Distributed File System

« Goal: Development of distributed file system technology spread
over nation-wide with comparative performance of local

fileserver
e Research Topics:

— Optimal automatic placement of file replicas based on Gfarm 2.0.

—Fault tolerance with file replicas

/ \@ual Distributed File System

Optimal Replica Placement
Flle server r
2

File Server
3

File >

Replica




File Catalog Federation

Overview of Data-Sharing Project Load Balancing by

Register File Location CRN? Fi|§1 (Federation
(EPR), .o = Catalog ,\> RS File
....................... : atalo
Labo A Labo B g
Migrate Catalog
x Data Access ‘ Information
Nat e Distrbuted Bile Svet File Transfer EPR)
ation-wiae bistrioute e system '
(Tsukubaélg\iv.) l—I
~— :
— Data Access * 0ge® o. Heterogeneous Grid

@ - ° ® Environments
PYS r III l- (e.g., LFC/SRM on gLite,
“ SRB on TeraGrid)
Computer Center Y
Computer Center X Pu



RENKE File Catalog Service

oal: Development of interoperable file catalog service
between heterogeneous Grid environments.

 Current file catalog systems (LFC (EGEE gLite), MCAT (SRB),
etc.) do not have interoperability among each other.

* Development of standardized file catalog based on RNS

(Resource Namespace Service) specifications (OGF).

(1) Logical File Name

Client : . — File Catalog System
2) Physical File Location (EPR

(3) File Acces

with GridFTP -
EGEE gLite SRB or Japan e-Science
File Server IRODS File Distributed File
Server System

24



Database Federation

AMEDAS

Geological Data (Rainfall Data) Hazard Map
,_,{ P - 1 . Tl - -
B
— MET
GEO N

Land Altitude
Model Large Sacale

(Satellite Data) ' - Landslide Simulation
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» KEK and Collaborating Organizations

gLite NAREGI/RENKEI

e CERN e NI

e Academia Sinica e CC-IN2P3 (Lyon, France)
(Taiwan) e NAOJ

e Tohoku Univ.

_ \\\A/ // SO

e Tsukuba Univ. eeee

. Wl Enabling Grids LAN
NEGEE L_va' for E-sgiencE

« Kobe Univ.

e Hiroshima Inst. Tec .

. Interoperability

* GIN
* JSAGA



Universal GRID Interface(UGI)

Goal:

*Hide the differences of underlying middleware from users
*Single commands set will work for everything

O
SAGA-C++ @
/

SlacialELs SAGA Job adaptors Serwce
adaptors Discovery = =
w

: NARE | PBSPro/tor NA :

gL|te| Gl u que u LSF /IOU( globus RE | gLite

RENKEI-KEK




RENKEI PoP (Testbed)

RENKE
@ Planned Sites (10Gbps connections)
- 8sites,200TB(raw)=100TB(stable,with Apps.) —

(Storage not included)

|

Osaka U.
HVEM

|

Osaka U.

Tohoku U.

Nuc. Ph

- y8 Material

ﬁ Science

Osaka U,

Laser

Energy Tsukuba U.

TITECH KEK

3

— N—
AIST
Nagoya U. ‘

Solar-Earth N NIl
Environment

® FY2008
® FY2009



<@ RENKEI PoP (Testbed)
Planned Sites (10Gbps connections)
- 8sites,200TB(raw)-100TB(stable,with Apps.) —
(Storage not included)




LLS(NII)

Portal AHS

WFT GT4

Applications

1. OpenFORM

2. Minem

3. Lattice GAS

4. Radiation Treatment
(GEANT4)

Tokyo Tech

GridVM

TSUBAME

Applications:
1,2,3,4

HPCBP
pdg2022

Applications:
1,2,3,4

KEK(RENKEI-POP)
[

NII(RENKEI-POP)

o
Portal IS-NAS
SS IS-CDAS
GFSD UMS
Virginia

Application: 2

FY2010-2011 Test Bed Environment ”

LLS(Tamagawa Univ.) _

Portal

AHS

WFT

GT4

KEK

®
GridVM

Application: 4
LSU

Teragrid

Application: 4

Julich

HPCBP

UNICORE

Application: 2
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b;l'he Next Generation Supercomputer Project
KN

Total Budget:
about 115 billion Yen ( 1.15 billion US dollars)

Period of Project:
FY2006 — FY2012

31
Courtesy of RIKEN



p& Goals of the Next Generation
M .Hﬂ Supercomputer Project

1. Development and installation of the most

advanced high performance supercomputer system

2. Development and wide use of application software
to utilize the supercomputer to the maximum extent

3. Provision of flexible computing environment by sharing
the next generation supercomputer through connection
with other supercomputers located at universities and
research institutes (HPCI)

4. Establishment of “Institute for Advanced
Computational Science” z

Courtesy of RIKEN
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« 101°, or 10 peta (flops system)
» Arch (to a new era of computational science)




Sched

Ule of Project

FY2006 FY2007 FY2008 FY2009 FY2010 Fly2011 FY2012
\~—
: : Conceptual . . Prototype and Production, installation
Processing unit yp 0 ) :
g design / DEIFEI e B8 evaluation / and adjustment
) . f |
< Front-end unit BeE _ _ _ _
o (total system design Detailed design Production and evaluation Tuning and improvement
3 software)
Shared file Basic _ _ o _
system - Detailed design Production, installation, and adjustment
> Next-Generation
S Negrated Development, production, and evaluation Vefification
S Simulation
Q
= Next-Generation
S Integrated Development, production, and evaluation Verification
7 Life Simulation
Computer . .
w
c building Design Construction
=3
@ Research
Z building Design Construction

present




‘ System Configuration

22
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DORY interfaca

Architecture Features

s 8 cores

s Shared 6MB L2%

=« Embedded memory controller
s 2 GHz clock

Fujitsu 45nm CMOS
n 22.7mm x 22.6mm
= /760 M transistors
= 1,271 signal pins

Performance (peak)
= 128 GFlops
= 64 GB/s memory bandwidth

Power
= 58W (typ.,@30°C)
s Water cooling
» Low leakage current and
high reliability

uuuuu
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ﬁ Compute nodes and network = ™

= Compute nodes (CPUs): > 80,000 » 6-dimensional mesh/torus network: Tofu
» Number of cores: > 640,000 « 10 connections to each adjacent node
= Peak performance: > 10PFLOPS » Peak bandwidth: 5GB/s x 2 for each

connection

= Memory: > 1PB (16GB/node
Y ( / ) » Logically 3-dimensional torus network

~
)
:
=

Core
SIMOY 4FMA)

16GFLOPS
mall
| L2%: 6MB |

6468/

|

2G5 peak)x

12
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;.ﬁaﬁ‘ Hardware Basic Performance =

« CPU
» DGEMM (Matrix Multiply)
« 123.6 GFlops (efficiency :96.6%) in 21,504x21,504x448
« STREAM Trled eme Bandwidth)
« 46.6GB/s( ek 64 B/s)
x Barrier sync. for inter-cores
« 49ns

e Network (ICC)
. ThreL% ut between 2 nodes

s (peak : 5 GB/s)
» Latency
. Mex 112 ns/hop
¢ LINPACK

RMax : 8.162PFlops (Efficiency : 93%)
RPeak: 8.774PFlops

Cores : 548,352

Nmax : 10,?25,120

Time : about 28 Hours

Speed/W : 824.56MFlops/W




ajor Applications of Next Generation Supercomputer

Designing safe cars
Faster development of produ s |

Aerospace

catalytic reactions

Llfe smences

. Designing new materials
Studying enzyme and

7 Designing rocket engines N Drug development
: =1 New technologies for medical
treatment and diagnosis

Aircraft development

Anaiyzmg whole nuclear
power plants Developing
nuclear fusion reactors

F edicting seismic waves
Pre licting tsunami damage

2./ The environment

Predicting climate change s
Predicting effects of
the El Nifio phenomenon

aa K
|

/ Astronomy and
astrophysms

Research on the origin of the

A universe Studying the formation of
planets and galaxies

Targeted as
grand challenges
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= Layout of the buildings
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Summary

« NAREGI Grid MiddlewareV.1.1.5 is being deployed to the national
supercomputer centers as the important component of the Japanese
Cyber Science Infrastructure Framework.

* A new project (RENKEI) started in FY 2008 to provide seamless
access between NAREGI and the 3 Tier resources.

NI Iis planned to provide the Networking access and security
Infrastructure for the Next Generation Supercomputer System

41



R@asources Linkage for e-Science

omputation $hared Files

HataBase M Ulti-Grid API

I' estBed

National Institute of Informatics (NII)
2-1-2 HUtotsubashi, Chiyoda-ku, Tokyo 101-8430 Japan
URL: http://www.e-sciren.org/index-e.html
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