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Resource Management

new developments and new developments and 
evolutionsevolutions

define, design and develop define, design and develop 

relationshipsrelationships
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new metrics to address some problems in better waysnew metrics to address some problems in better ways

EneCon=f(ResCont)EneCon=f(ResCont)
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ConsolidationPolicy=f(Resource Contention)ConsolidationPolicy=f(Resource Contention)



  

Resource Contention Metric for 
HPC Workloads

 Resource Contention Def.
 Architecture, infrastructure dependent
 HPC Workloads as a case study
 Unit: quantitative



  

Resource Contention Metric for 
HPC Workloads

be resources which job j puts stress on them

be resource requirements of job j in terms of capacity

be the scheduled jobs on physical host n at time tLet

Let

Let



  

Effective Energy Aware 
Consolidation Policies

 Effective placement of jobs
 Two effective energy aware consolidation 

policies in terms of resource contention model
 Host selection policies of Haizea as a 

framework: score based system



  

EA Consolidation Base Model



  

Simple Policy



  

Simple Policy



  

Consolidation Policy Over Job 
Time Horizon



  

Experimentations

Commodity cluster infra. as resource model

Workload archives from Parallel Workloads 
Archive

We synthetically generate job attributes by 
uniform distributions



  

Configurations

 SDSC Blue Horizon from the Parallel Workloads 
Archive

 Computing Paradigms: cloud, HPC
 Consolidation Policies: greedy, 

SimpleEAConsolidation, 
EAConsolidationOverJobTimeHorizon

 Sites: With multi-instance type CPU 8, 16 
number of cores per physical nodes

 Backfilling: conservative



  

Results(16 cores)



  

Results(8 cores)



  

Final Results



  

Conclusions
 greedy vs. energy aware policies: Almost in all cases energy 

aware policies outperform greedy policies
 SimpleEAConsolidation vs. 

EAConsolidationOverJobTimeHorizon: there is no clear 
outperformance of the one over the other

 cloud vs. HPC: In spite of the fact that cloud scheduling is 
more precise than HPC; surprisingly we observe that HPC 
results are much better than cloud’s. This result is the same as 
in-depth research on the impact of inaccurate estimates on 
pure scheduling metrics
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